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Journal of
Heat Transfer Guest Editorial

Foreword to the Special Issue on Radiative Heat Transfer

It is with great pleasure that we present this special issue of the
Journal of Heat Transfer. Dating back to its inception, the Journal
of Heat Transfer has been one of the premier journals in heat
transfer to publish ground-breaking work on radiative heat trans-
fer and related applications. Therefore, the journal is an appropri-
ate home for a special issue on radiative heat transfer. We thank
the Editor, Professor Yogesh Jaluria, for recognizing this opportu-
nity, and graciously agreeing to publish this issue.

Through the publication of this special issue, we also celebrate
the 65th birthday of Professor Michael F. Modest, an internation-
ally recognized scholar and educator in the area of radiative heat
transfer. Professor Modest’s seminal contributions, spanning more
than three decades, have laid the foundation for several aspects of
radiative heat transfer and its applications, ranging from radiation
in molecular gases and plasmas to laser processing of materials.
The Journal of Heat Transfer has been home to a large fraction of
his more than 200 publications. His textbook, Radiative Heat
Transfer, now in its second edition, is widely recognized as a
model of clarity and knowledge to students, teachers, and profes-
sional alike. Professor Modest has also served both as an Associ-
ate Technical Editor and as a Senior Associate Technical Editor of
the Journal of Heat Transfer. The publication of this special issue
closely follows the Symposium on Radiative Heat Transfer in
Honor of Professor Michael Modest, held at the 2009 Summer
Heat Transfer Conference in July in San Francisco, California.
While a large majority of the contributors to this issue were in
attendance at the Symposium, the publication of this issue pro-
vides another opportunity for those authors who were unable to
attend to present their work and pay tribute to Professor Modest.

This special issue brings to light the state of the art in the area
of radiative heat transfer through compilation of a collection of
papers contributed by experts across the world—researchers who
are working on various aspects of radiative heat transfer and its

applications. Many of these researchers have worked directly un-
der Professor Modest’s supervision, others have worked with him
in a collaborative capacity, and some simply share interest and
work in technical areas of common interest. The 21 full-length
Research Papers and 2 Technical Briefs contained in this special
issue were contributed by authors from 9 different countries. They
were all peer-reviewed in compliance with the rigorous review
standards of the Journal of Heat Transfer. The papers represent a
broad spectrum of research in the field, covering topics such as
radiation in plasma systems, radiation in fires, radiation in porous
media, radiation transport at small scales, novel finite-element and
finite-volume method based approaches for solution of the radia-
tive transfer equation, and Monte Carlo methods. As such, the
papers have been classified into three broad sub-categories: �1�
radiative properties, �2� solution methods, and �3� applications.

We sincerely thank all contributors for their overwhelming re-
sponse to the call for papers for this special issue, and all review-
ers for devoting their precious time to review the papers. Finally,
we deeply appreciate the strong and responsive editorial assis-
tance of Shefali Patel.

We are pleased to celebrate the career and contributions of Pro-
fessor Michael F. Modest, and we hope that this special compila-
tion of papers will be beneficial to researchers in the area of ra-
diative heat transfer for years to come.

Sandip Mazumder
Ohio State University

Brent W. Webb
Brigham Young University
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Z. M. Zhang2

Fellow ASME
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George W. Woodruff School of Mechanical
Engineering,
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Infrared Radiative Properties of
Heavily Doped Silicon at Room
Temperature
This paper describes an experimental investigation on the infrared radiative properties of
heavily doped Si at room temperature. Lightly doped Si wafers were ion-implanted with
either boron or phosphorus atoms, with dosages corresponding to as-implanted peak
doping concentrations of 1020 and 1021 cm�3; the peak doping concentrations after
annealing are 3.1�1019 and 2.8�1020 cm�3, respectively. Rapid thermal annealing was
performed to activate the implanted dopants. A Fourier-transform infrared spectrometer
was employed to measure the transmittance and reflectance of the samples in the wave-
length range from 2 �m to 20 �m. Accurate carrier mobility and ionization models
were identified after carefully reviewing the available literature, and then incorporated
into the Drude model to predict the dielectric function of doped Si. The radiative prop-
erties of doped Si samples were calculated by treating the doped region as multilayer thin
films of different doping concentrations on a thick lightly doped Si substrate. The mea-
sured spectral transmittance and reflectance agree well with the model predictions. The
knowledge gained from this study will aid future design and fabrication of doped Si
microstructures as wavelength selective emitters and absorbers in the midinfrared
region. �DOI: 10.1115/1.4000171�

Keywords: microscale, doped silicon, radiative properties, thin films

1 Introduction
Doped Si is extensively used in the semiconductor and micro-

electronics industry such as in tunnel diodes �1�, semiconductor
injection lasers, backward diodes, transistor emitters, and a host of
other devices �2�. Thin films made of heavily doped Si are also
used as filters for improving the performance of thermophotovol-
taic devices, due to their metallic behavior �3�. Recently, Fujii et
al. �4,5� showed the possibility of controlling the photolumines-
cence of Si nanocrystals by codoping them with boron and phos-
phorus. Doped Si gratings were proposed as coherent infrared
light sources by exciting surface plasmon polaritons �6,7�. Near-
field heat transfer between heavily doped Si surfaces was also
studied for applications such as radiative cooling of Si devices
�8,9�. As a matter of fact, knowledge of the radiative properties of
doped Si is very important for microstructured surfaces, accurate
temperature measurement of Si wafer during rapid thermal pro-
cessing, and for investigating nanoscale radiative heat transfer be-
tween doped Si surfaces.

Radiative properties of doped Si have been extensively studied
by several research groups. Engstrom �10� measured the infrared
transmittance and reflectance of p-type laser annealed Si in the
spectral range from 2.5 �m to 20 �m. However, the author fitted
the experimentally measured radiative properties with the model-
ing results, based on the Drude model with scattering rate and
carrier resistivity as the fitting parameters. Barta and Lux �11�
used the Kramers–Kronig analysis to obtain the optical constants
of heavily doped silicon from reflectance measurements. Using
values of the optical constants, analytical expressions for relax-
ation time as a function of carrier concentration were obtained,
which are valid only in the spectral region above 5 �m. Ehsani et

al. �3� characterized the radiative properties of arsenic, boron, and
phosphorus-doped Si films at different doping concentrations for
their applications as filters in thermophotovoltaic devices. A de-
tailed investigation was performed regarding the effect of anneal-
ing on the radiative properties of doped Si. However, their experi-
mental results have not been validated, and the model used for
simulating the performance of the filters is overly simplified. Re-
cently, Fu and Zhang �9� examined the dielectric function of
doped Si at different temperatures and doping concentrations in
order to predict the near-field heat transfer between doped Si sur-
faces. However, the ionization and mobility models used in this
study, for predicting the dielectric function of doped Si, may pro-
vide incorrect values of the radiative properties at doping concen-
trations greater than 1019 cm−3.

The objectives of the present study are to identify more accu-
rate carrier mobility and ionization models, before incorporating
them in the Drude model for predicting the radiative properties of
heavily doped Si at room temperature, and to validate the calcu-
lated radiative properties with experiments in the infrared.
Heavily doped Si samples were prepared by ion bombardment of
lightly doped Si wafer with boron and phosphorus atoms. The
ion-implanted wafers were then annealed at different temperatures
for dopant activation. Hereafter, unless otherwise mentioned, all
the doped Si samples will be referred to by their as-implanted
peak doping concentration. A Fourier-transform infrared �FTIR�
spectrometer was employed to measure the radiative properties of
the samples in the wavelength range from 2 �m to 20 �m. The
doped Si samples were modeled as a multilayer structure of
heavily doped Si thin films on a thick lightly doped Si substrate.
The doping profile, as a function of depth, was obtained from
secondary ion mass spectrometry �SIMS� measurements. The ra-
diative properties of the doped Si samples were calculated using
the doping profile obtained from SIMS and the optical constants
from the Drude model. The calculated results were then compared
with the experimental measurements.

1Present address: Department of Mechanical Engineering and Materials Science,
University of Pittsburgh, PA 15261.

2Corresponding author.
Contributed by the Heat Transfer Division of ASME for publication in the JOUR-

NAL OF HEAT TRANSFER. Manuscript received February 8, 2008; final manuscript re-
ceived February 20, 2009; published online November 30, 2009. Assoc. Editor: Yo-
gesh Jaluria.

Journal of Heat Transfer FEBRUARY 2010, Vol. 132 / 023301-1Copyright © 2010 by ASME

Downloaded 05 Dec 2010 to 193.140.21.150. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



2 Dielectric Function of Doped Si
For heavily doped Si at room temperature, ionized donors or

acceptors produce free carriers, which can greatly enhance the
absorption in the infrared region. The Drude model, originally
developed to describe the frequency-dependent conductivity of
metals, was employed to model the free-carrier absorption of
doped Si in many studies �7,8�. For doped silicon in the infrared
region ���2 �m�, the Drude model gives the dielectric function
or relative permittivity as follows:

���� = �n + i��2 = �	 −
�p

2

��� + i
�
�1�

where � is the angular frequency, �	 is the limiting value of the
dielectric function at high frequencies and is �11.7 �8�, �p is the
plasma frequency, and 
 is the scattering rate. Note that the di-
electric function is the square of the complex refractive index n
+ i�, where n and � are the refractive index and extinction coef-
ficient, respectively. The plasma frequency and scattering rate can
be expressed as �p=�Ne2 /m��0 and 
=e /m��, respectively,
where �0 is the permittivity of free space, e is the electron charge,
N is the carrier concentration, m� is the carrier effective mass, and
� is the mobility �12�. Notice that for heavily doped Si at room
temperature, the scattering process is dominated by impurity scat-
tering. Hence, lattice or phonon scattering is neglected in the
present study. The effective mass, in general, depends on the car-
rier concentration and frequency. In the case of heavily doped
silicon, the effective mass is independent of carrier concentration,
unless it exceeds 5�1020 cm−3 �13–15�. The effective mass of
electron or hole is taken as 0.27m0 or 0.37m0, respectively, where
m0 is the free electron mass in vacuum �16�. The effective mass is
assumed to be independent of frequency. In order to obtain the
optical constants of heavily doped silicon, it is very important to
accurately model the mobility and carrier concentration at a given
doping concentration. Hence, different mobility and ionization
models are examined in the following. Hereafter, phosphorus and
boron implanted Si is referred to as n-type and p-type Si, respec-
tively.

Caughey and Thomas �17� proposed an empirical model for the
carrier mobility of Si in the doping range from 1015 cm−3 to
1021 cm−3, by fitting the measured resistivity of Si with both
p-type and n-type dopants. Using a different fitting procedure for
the same expression, Baccarani and Ostoja �18� obtained different
coefficients for n-type Si. On the other hand, Wagner �19� and
Antoniadis et al. �20� obtained different coefficients for p-type Si.
Masetti et al. �21� improved the above-mentioned mobility model
in order to fit the experimental data more accurately at higher
carrier concentrations. The mobility expression for n-type Si is
given as

� = �1 +
�max − �1

1 + �Ne/Cr�� −
�2

1 + �Cs/Ne�� �2�

Here, �1=68.5 cm2 /V s, �max=1414 cm2 /V s, �2=56.1
cm2 /V s, Cr=9.2�1016 cm−3, Cs=3.41�1020 cm−3, �=0.711,
�=1.98, and Ne is the electron concentration �21�. The mobility
for p-type Si is

� = �1 exp�− pc/Nh� +
�max

1 + �Nh/Cr�� −
�2

1 + �Cs/Nh�� �3�

Here, �1=44.9 cm2 /V s, �max=470.5 cm2 /V s, �2=29.0
cm2 /V s, Cr=2.23�1017 cm−3, Cs=6.10�1020 cm−3, �=0.719,
�=2, pc=9.23�1016 cm−3, and Nh is the hole concentration �21�.

A comparison of different mobility models with the experimen-
tally measured values is shown in Figs. 1�a� and 1�b� for p- and
n-type Si, respectively. The data are taken from Refs. �21–26�.
The solid lines refer to the models, while the symbols refer to the
experimental data. It can be clearly seen that while the mobility
model used in Refs. �17–20� predict a constant value beyond the

carrier concentration of 5�1019 cm−3, the model suggested in
Ref. �21� can accurately fit the experimental data at higher carrier
concentrations. While the first two terms in Eqs. �2� and �3� ex-
hibit a trend similar to the mobility expressions in Refs. �17–20�,
the third term accounts for the decreasing mobility at higher dop-
ing concentrations. Since this term is negligible for carrier con-
centrations lower than 5�1019 cm−3, the different mobility mod-
els exhibit a similar trend at lower carrier concentrations. Hence,
the mobility model proposed in Ref. �21� is adopted in the present
study for the calculation of the carrier mobility.

Marquier et al. �8� assumed complete impurity ionization over
the entire doping concentration range in their calculation of the
radiative properties of doped Si. Similar assumptions were also
made in some previous studies by different researchers �17,18,27�.
Fu and Zhang �9� on the other hand, considered complete ioniza-
tion for doping concentrations below 1017 cm−3, and partial ion-
ization beyond 1017 cm−3. They had adopted the ionization model
proposed by Gaylord and Linxwiler �28� in their analysis. Re-
cently, Park et al. �29� reported a doping density model, which
was accurate to 8% of the measured values for doping concentra-
tion lower than 1018 cm−3 within the temperature range of 50–300
K. However, for concentrations greater than 1019 cm−3, the model
generated considerable error. Previous experimental results on
doped Si have indicated that only in the doping range from about
1017 cm−3 to 1019 cm−3, the dopant atoms are not completely
ionized, and the majority carrier concentration can be lower than
the doping concentration �23,26,30,31�. Between 1016 cm−3 and
1018 cm−3, the Fermi level is located close to the doping level;
this results in the dopant states being occupied, and leads to in-
complete ionization �32�. However, beyond 1018 cm−3, the donor
energy band gets broadened, and merges with the conduction

Fig. 1 Comparison of different mobility models for „a… p-type
and „b… n-type Si at room temperature with experimental data
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band; this generates more free carriers, and increases the degree of
ionization as the doping level further increases �29�. As a result of
the two competing effects, the degree of ionization is the lowest
around 1018 cm−3. Kuzmicz �32� included this effect of partial
ionization while considering a wide range of doping concentra-
tions for both p- and n-type Si, and developed an empirical model.
Figures 2�a� and 2�b� compare the different ionization models for
p- and n-type Si, respectively. The degree of ionization has been
presented as insets in the two figures. For the model proposed in
Ref. �32�, the degree of ionization first reduces to 0.75 for p-type
Si, and 0.9 for n-type Si around 1018 cm−3, and then increases to
almost unity at doping concentrations greater than 1019 cm−3,
suggesting partial ionization in the doping range from 1017 cm−3

and 1019 cm−3, for both p- and n-type Si. On the other hand, the
model predicted in Ref. �28� suggests incomplete ionization for
both p- and n-type Si over the entire doping range, and the carrier
concentration is only 5% of the doping concentration at doping
levels exceeding 1021 cm−3. For the complete ionization model,
the degree of ionization is always 1. Using the different ionization
models, the carrier concentrations can be obtained, which, when
multiplied by mobility expressions in Eqs. �2� and �3�, will yield
resistivity.

The dc resistivity is a function of the carrier concentration and
mobility, given as = �Ne��−1. Figures 3�a� and 3�b� compare the
measured resistivity values, taken from Refs. �22–25,33–35�, with
those calculated from different ionization models. The solid lines
represent the resistivity predicted with the carrier concentration
obtained from Ref. �32�, and mobility from Eqs. �2� and �3�, for p-
and n-type Si, respectively. For comparison, the resistivity for

p-type Si, calculated using the ionization model from Ref. �28�, is
shown as the dash-dotted line, and the resistivity, calculated by
assuming complete ionization, is shown as the dashed line in Fig.
3�a�. Clearly, the model from Ref. �28� results in an overpredic-
tion of the resistivity beyond 1018 cm−3. On the other hand, the
full ionization model yields an underprediction of the resistivity in
the doping range between 1017 cm−3 and 1019 cm−3. The resistiv-
ity obtained from the ionization model of Kuzmicz �32� agrees
very well with the experimental measurements over a wide range
of doping concentrations and, hence, is adopted in the present
work. Beyond 1020 cm−3, the data from Ref. �33� do not match
well with the prediction for p-type Si, as can be seen from Fig.
3�a�. At doping concentrations greater than 1020 cm−3, the carrier
mobility and the degree of ionization depend on the doping and
annealing methods. The measurement data are often not very re-
liable �33�.

The empirical expression for the ionization model of Ref. �32�
gives the degree of ionization �, i.e., the ratio of the number of
ionized dopant atoms to the total number of impurities, as

� = 1 − A exp�− �B ln�N/N0��2� �4�

where N is the doping concentration, and the constants A, B, and
N0 are determined as follows. For n-type Si: A=0.0824�−1.622,
N0=1.6�1018�0.7267, and B=0.4722�0.0652 for N�N0, and B
=1.23−0.3162� for N�N0. Here, �=T /300 is a reduced tem-
perature, and T is expressed in Kelvin. On the other hand, for
p-type Si: A=0.2364�−1.474, N0=1.577�1018�0.46, and B
=0.433�0.2213 for N�N0, and B=1.268−0.338� for N�N0.
With these parameters, Eq. �4� agrees with the numerical solution

Fig. 2 Carrier concentration versus doping level calculated
from two models for „a… p-type and „b… n-type Si at room tem-
perature. The insets show the degree of ionization.

Fig. 3 Comparison of calculated resistivity with measure-
ments from different studies for „a… p-type and „b… n-type Si, for
different doping levels at room temperature
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of the charge neutrality equations within 3% in the temperature
range of 250–400 K �32�.

Using the values for carrier concentration and resistivity, the
optical constants of heavily doped Si can be calculated using the
Drude model. Figure 4 shows the calculated refractive index and
extinction coefficients of p-type Si for different doping concentra-
tions. The optical constants of n-type Si show similar trends as
those of p-type Si, and hence, have not been plotted. From Fig.
4�a�, it can be seen that the refractive index of 1�1018 cm−3

doped Si remains constant in the spectral range from 2 �m to
20 �m. However, at higher doping concentrations, due to the
greater number of free carriers, the refractive index initially de-
creases from that for 1�1018 cm−3, attains a minimum, and then
increases again. From Fig. 4�b�, it is observed that an order of
magnitude increase in the doping concentration of Si results in a
tenfold increase in the extinction coefficient for the different
doped samples. With increasing doping concentrations, the extinc-
tion coefficients become comparable to the refractive index, espe-
cially at longer wavelengths, which results in increased metallic
behavior of the doped Si samples. Also, as the doping concentra-
tion increases, the location of the minimum in the refractive indi-
ces shifts to shorter wavelengths, and is close to the plasma fre-
quency, as seen in Fig. 4�a�. As the frequency increases towards
the plasma frequency, the real part of the dielectric function be-
comes negative, which implies that the extinction coefficient be-
comes greater than the refractive index. Hence, due to the strong
dependence of the optical constants of doped Si on the carrier

concentrations, care must be taken while selecting the accurate
ionization model for predicting the degree of ionization.

3 Sample Preparation and Characterization
Ion implantation is a standard technique being used in the Si

microelectronics industry for introducing dopants into Si wafers
due to its more precise control and lower processing temperature,
as compared with diffusion �3�. In the present study, lightly doped
�1015 cm−3� Si wafers �400 �m thick� were ion-implanted by a
commercial vendor, using 70 keV boron and 160 keV phosphorus
atoms, with dosage of 6.4�1014 cm−2 and 6.4�1015 cm−2, re-
spectively. These dosages correspond to as-implanted peak doping
concentrations of 1.0�1020 cm−3 and 1.0�1021 cm−3, respec-
tively, at a depth of approximately 300 nm from the surface. To
activate the implanted ions, subsequent annealing is required at
appropriate combinations of time and temperature �36�.

Rapid thermal annealing was selected in order to prevent sub-
stantial dopant diffusion into the sample. Before annealing, the
doped Si wafers were diced into 25�25 mm2 samples, and a
500-nm thick silicon dioxide layer was deposited on the wafers
using low-pressure chemical vapor deposition at 300°C, in order
to prevent out-diffusion of boron and phosphorus ions during an-
nealing. Different temperatures were selected for studying the in-
fluence of temperature on activation of the implanted ions. The
p-type wafers were annealed at 850°C, 950°C, and 1100°C for
60 s, while the n-type wafers were annealed at 850°C, 950°C,
and 1050°C for 60 s in vacuum. The annealing temperature and
time are similar to those in Refs. �3,37,38�. The ramp time re-
quired to attain the annealing temperature was set to 10 s, consis-
tent with the furnace specifications. The wafers were allowed to
cool below 100°C before being taken out of the annealing cham-
ber. The temperature of the wafers was constantly monitored us-
ing thermocouples. After annealing, the deposited oxide layer was
etched away using dilute hydrofluoric acid.

Transmittance and reflectance for the doped Si samples were
measured by a commercial FTIR spectrometer, equipped with a
globar source and a pyroelectric detector �39�. The spectra were
measured at room temperature with a spectral resolution of
4 cm−1 in the spectral range from 500 cm−1 to 5000 cm−1. For
the transmittance measurements, the sample holder with an aper-
ture of 6 mm in diameter limits the beam diameter on the sample.
The spectrometer and sample compartment were purged with N2
gas for about 30 min to reduce the absorption by water vapor and
CO2 molecules in air. An average of over 64 scans was used. The
uncertainty was estimated to be 0.01 with 95% confidence level
�39�. Reflectance was measured at an incidence angle of 10 deg,
using a specular reflectance accessory with an Au mirror as the
reference. The reflectance of the Au mirror was calculated using
the tabulated optical constants �40�. The measurement equation
for the sample reflectance Rs��� is

Rs��� =
Vs��� − Vb���

VAu��� − Vb���
RAu��� �5�

RAu��� is the reflectance of the gold mirror, and Vs���, VAu���,
and Vb��� are the reflected signals from the sample, gold mirror,
and backside of the sample holder, respectively. The sample
holder has a hole, which is smaller than the beam diameter. As a
result, part of the beam is reflected back from the sample holder
for measurements of both the sample and the reference. The re-
flectance from the backside of the holder was measured by remov-
ing the samples, and is always less than 0.02. The overall uncer-
tainty for reflectance measurements was estimated to be 0.02 with
95% confidence level, taking into account the instrument effects
�such as beam divergence and alignment error�, Au mirror reflec-
tance, and repeatability of measurements.

Figure 5 compares the transmittance of both p- and n-type Si
wafers when annealed to different temperatures. Without anneal-
ing, both the p- and n-type as-implanted samples behave like

Fig. 4 Optical constants of p-type silicon for different doping
concentrations calculated using the Drude model, including ac-
curate values of carrier mobility and ionization: „a… refractive
index, and „b… extinction coefficient. The legends are the same
for both figures.
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lightly doped Si, as seen from the transmittance measurements,
indicating that annealing is required in order to activate the dop-
ants. For the 1020 cm−3 p-type Si, it is observed that the samples
attain full dopant activation at 950°C, since there is no further
change in the transmittance when annealed to 1100°C. However,
for the 1021 cm−3 p-type Si, higher temperature is required to
activate the majority of the dopants, as seen in Fig. 5�a�. For
n-type Si samples, there is not much difference between the trans-
mittance for the samples annealed to three different temperatures
for both the doping concentrations. These results are consistent
with those observed in previous studies �3�. The dashed line with
symbols in Fig. 5�b� shows the calculated transmittance of the
lightly doped Si substrate used in this study, to be discussed in
detail in Sec. 4. Based on the transmittance measurements, the

four fully activated samples were selected for SIMS analysis.
Table 1 tabulates the as-implanted and post-annealing peak doping
concentration of the fully activated samples, along with the cor-
responding annealing temperatures. Hereafter, these four samples
will be referred by their numbers.

SIMS analysis was provided by a commercial supplier for the
four selected samples. In the SIMS technique, an ion beam sput-
ters material off the surface of a semiconductor, and the ion com-
ponent is detected and mass analyzed �36�. Since SIMS is a de-
structive test, one of the wafers was used for SIMS measurements
while optical measurements were performed on the other sample
but from the same batch. Due to the formation of a native-oxide
layer of a few nanometers on the surface of Si, the doping con-
centration in the skin layer close to the surface is not accurate, as
is seen from the SIMS profile, and this layer was subtracted from
the total film thickness during modeling. Figure 6 shows the dop-

Fig. 5 Measured transmittance of „a… p-type and „b… n-type Si
annealed at different temperatures. The dashed line with sym-
bols in „b… refers to the transmittance calculated based on the
refractive index of Si obtained from Ref. †40‡ and the extinction
coefficient extracted from the measured transmittance at
4 cm−1 resolution. The doping concentration refers to the peak
concentration before annealing of the samples.

Table 1 Samples for SIMS analysis and spectrometric measurements

Sample
number Dopant type

As-implanted peak
doping concentration

�cm−3�
Annealing

temperature �°C�

Peak doping
concentration after
annealing �cm−3�

1 Phosphorus 1.0�1020 950 3.1�1019

2 Boron 1.0�1020 1100 3.8�1019

3 Phosphorus 1.0�1021 950 2.8�1020

4 Boron 1.0�1021 1100 1.5�1020

Fig. 6 Comparison of the doping profiles obtained from SIMS
for „a… p-type Si „Sample 2 and 4… and „b… n-type Si „Sample 1
and 3…
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ing profiles obtained from SIMS measurements for different
samples.

4 Modeling of the Radiative Properties of a Multilayer
Structure

The doped Si samples can be treated as a multilayer structure of
thin films of varying doping concentrations on a thick Si substrate.
For the Si substrate, the refractive index was obtained from the
tabulated data in Ref. �40�. The extinction coefficient for the Si
substrate was extracted from the measured transmittance at
4 cm−1 resolution. The tabulated values of the extinction coeffi-
cient from Ref. �40� cannot account for the absorption, due to the
interstitial oxygen at around 9 �m �41�, and the lattice absorption
around 16 �m for the lightly doped Si substrate used in the
present study. The transmittance, calculated using the refractive
index from Ref. �40�, and the extracted extinction coefficients, is
shown in Fig. 5�b� as the dashed line with symbols. The doping
profile down to a doping concentration of 1�1017 cm−3, obtained
from SIMS measurements, was approximated by a step function,
and broken into 10 nm thin films. The film thickness was also
reduced to 5 nm, and the difference in modeling results was ob-
served to be less than 0.03%. The carrier concentrations were
obtained from the doping concentrations using the ionization
model of Ref. �32�, and consequently, the optical constants could
be calculated for each layer using the Drude model, as discussed
in Sec. 2. For the structure of thin films on a thick substrate,
radiation inside the film can be treated as coherent, and that in the
substrate as incoherent. Since the substrate is semitransparent in
the infrared, the reflectance depends on whether the radiation is
incident on the film side or the substrate side. The transmittance,
however, is independent on the side, on which radiation is inci-
dent. The transmittance and reflectance for the radiation incident
on the substrate, as well as the film, were calculated from the
following expressions �42�:

T� =
�a�s�i

1 − rsrb�i
2 �6a�

R�,f = ra +
rs�a

2�i
2

1 − rsrb�i
2 �6b�

R�,s = ra� +
rs��a�

2�i
2

1 − rs�rs�i
2 �6c�

where T� is the transmittance, and R�,f and R�,s are the reflectance
for the radiation incident on the film and substrate, respectively.
Here, ra and �a refer to the reflectance and transmittance at the
air-film interface for rays incident from air, while rb refers to the
reflectance at the substrate-film interface for rays incident from
the substrate, assuming that the substrate is semi-infinite. Also, rs
and �s represent the reflectance and transmittance at the air-
substrate interface for rays incident from the substrate. Further-
more, ra� and �a� refer to the reflectance and transmittance at the
air-substrate interface for rays incident from air, and rs� is the
reflectance at the substrate-film interface for rays incident from
substrate. These expressions can be calculated using the transfer-
matrix formulation by neglecting absorption in the Si substrate
�42�. It should be noted that absorption is accounted for in the
expression for the internal transmissivity of the substrate given by
�i=exp�−4��sds /��, where �s and ds are the extinction coefficient
and thickness of the Si substrate, respectively.

5 Measurement Results and Comparison With
Modeling

Figure 7 shows the measured transmittance and reflectance
compared with theoretical modeling results for Sample 1 to 4. The
transmittance and reflectance is calculated from Eq. �6� using the
doping profiles obtained from SIMS measurements. In the calcu-

lation, the doped Si region is considered up to the doping level of
1017 cm−3 with a total of 65 layers, each 10 nm thick. For Sample
1, the calculated results, based on the Drude model, agree very
well with the experimental measurements for both transmittance
and reflectance. The reflectance for radiation incident on both the
film and the substrate is close to that of the lightly doped Si
substrate up to 8 �m. Beyond 8 �m, however, the reflectance for
radiation incident on the substrate changes little, while the reflec-
tance from the film increases with wavelength. This can be ex-
plained based on the optical constants of doped silicon, as shown
in Fig. 4. For a doping concentration of 2�1019 cm−3, the pen-
etration depth increases with wavelength and, at 8 �m, the pen-
etration depth is about 15 �m, which is much greater than the
thickness of the doping region. As the wavelength further in-
creases, the penetration depth continues to decrease, while the
refractive index of the doping region decreases with the wave-
length. Both effects contribute to the reduction in the reflectance
for the incidence on the film. Note that the decreased refractive
index of the film results in an antireflection effect. Generally
speaking, the transmittance and reflectance for Sample 1 and 2
follow the same trends, due to the similar optical constants as a
result of the similar doping concentrations. For Sample 2, how-
ever, the measured transmittance is lower than that predicted. The
difference significantly exceeds the uncertainty of FTIR measure-
ments. While the model may have some limitations, this discrep-
ancy may also be caused by the nonuniformity in the dopant dis-
tribution during the ion bombardment, as well as the annealing
process.

For Sample 3 and 4, the heavily doped region causes significant
absorption, especially at longer wavelength, and results in a re-
duction in the transmittance. The measured and predicted radiative
properties agree fairly well, except for the transmittance at shorter
wavelengths. The reflectance is much higher for the incidence on
the film, due to the metallic behavior of the heavily doped silicon.
The location of the reflectance minima matches with that in the
refractive index for the average doping concentration. Sample 3
has a slightly higher peak doping concentration, and the reflec-
tance minimum is shifted to a slightly shorter wavelength than
that for Sample 4. Note that the minimum value of the reflectance
at around 4 �m for the incidence on the film is less than that for
the incidence on the substrate. This implies that the absorptance is
greater for the incidence on the film. At longer wavelengths, how-
ever, the reflectance for the incidence on the substrate is smaller,
indicating a higher absorptance than the incidence on the film.
While the transmittance for Samples 1 and 2 shows dips at 9 �m
and 16 �m, due to lattice vibration, these dips are essentially not
observable for Sample 3 and 4, due to the screening effect of the
film. In fact, the reflectance for the incidence on the film does not
show dips at all, because the penetration depth is much less than
the thickness of the doping layer. Due to multiple reflections, the
absorption at 9 �m and 16 �m is greatly enhanced for the inci-
dence on the substrate, as can be seen by the magnitude of the
dips in the reflectance. This can be understood as an optical cavity
effect.

6 Conclusions
We have measured the transmittance and reflectance of heavily

doped Si up to a doping concentration of 1021 cm−3 in the wave-
length region from 2 �m to 20 �m. The Drude model was
employed for modeling the dielectric function of doped Si, based
on the selected carrier mobility and ionization models. It should
be emphasized that the mobility and ionization models were
adopted from studies performed by two different research groups,
and the parameters suggested in their original publications have
been strictly retained in this study. The doped Si samples were
modeled as the multilayer structure of heavily doped Si thin films
deposited on a thick lightly doped Si substrate. The calculated
results are in good agreement with transmittance and reflectance
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measurements, suggesting that the Drude model developed in this
study is appropriate in predicting the radiative properties of
heavily doped Si near room temperature.
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Nomenclature
d � thickness �m�
e � electron charge �1.602�10−19 C�

m� � carrier effective mass �kg�
m0 � electron mass �9.109�10−31 kg�

n � refractive index
N � carrier concentration �cm−3�

R� � spectral reflectance
T � temperature �K�

T� � spectral transmittance

Fig. 7 Comparison of measured „solid lines… and calculated „dash-dotted lines… transmittance and reflectance „for inci-
dence from either side… of all four samples
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Greek Symbols

 � scattering rate �rad/s�
� � relative electrical permittivity, i.e., dielectric

function
�0 � permittivity of vacuum

�8.854�10−12 C2 /N m2�
�	 � dielectric function at high frequencies
� � extinction coefficient
� � wavelength in vacuum �m�
� � carrier mobility �cm2 /V s�
 � dc resistivity �� cm�
� � angular frequency �rad/s�

Subscripts
e � electron
f � film
h � hole
s � substrate
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This paper describes a theoretical investigation of near-field radiative heat transfer be-
tween doped silicon surfaces separated by a vacuum gap. An improved dielectric function
model for heavily doped silicon is employed. The effects of doping level, polarization, and
vacuum gap width on the spectral and total radiative transfer are studied based on the
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1 Introduction
Near-field radiation between two bodies can exceed blackbody

radiation by several orders of magnitude due to photon tunneling
and wave-interference effects, especially at nanometer distances
�1,2�. This phenomenon is a subject of great interest due to its
potential applications in near-field thermophotovoltaics �3,4�,
near-field thermal microscopy �5,6�, and nanomanufacturing �7,8�.
A large number of studies have been devoted to determining near-
field radiative transfer between two closely spaced media, both
theoretically and experimentally, for different materials with dif-
ferent geometries. The most commonly studied geometries are
between two semi-infinite media with parallel surfaces �9–14�, a
sphere near the surface of semi-infinite medium �5,14,15�, and
two spheres �16�.

Doped Si has been extensively used in microelectronics and
optoelectronics industries. The optical properties of doped Si can
be tuned by changing the doping concentration. Hence, the study
of near-field radiation between doped Si is of great significance.
Marquier et al. �17� studied near-field radiative transfer between
doped silicon plates near room temperature using a simplified
Drude model, without considering the effect of doping level. Fu
and Zhang �10� calculated the radiative energy transfer between
two plates of doped silicon at different temperatures for various
doping levels and vacuum gap widths. However, the employed
ionization and mobility models may not be appropriate for heavily
doped silicon near room temperature, which in turn, may cause
inaccuracies in the prediction of energy transfer.

Recently, Basu et al. �18� developed a more accurate dielectric
function model that was validated in the infrared at room tempera-
ture. This model is expected to be valid in the temperature range
from 250 K to 400 K. A comprehensive analysis of the near-field
radiative heat transfer between closely spaced doped silicon sur-
faces is performed based on the new dielectric function model. As
shown in Fig. 1, a vacuum gap of width d separates the two
parallel and smooth surfaces of the semi-infinite media made of

doped silicon at temperatures T1 and T2, respectively. Each me-
dium is assumed to be at thermal equilibrium. In the calculation, it
is always assumed that medium 1 �emitter� is at a higher tempera-
ture than medium 2 �receiver�. More detailed discussion of Fig. 1
is provided in Sec. 2. The effects of doping, polarization, and
vacuum gap width on the energy transfer are examined using fluc-
tuational electrodynamics. In the near-field, most of the energy is
transmitted via evanescent waves for which the z-component of
the wavevector in vacuum ��0� is imaginary. The waves are es-
sentially propagating along the surface. However, the energy
propagation direction can be visualized using the energy stream-
line method based on the Poynting vectors �19,20�. This method is
employed in the present study to trace the direction of energy
pathway and to estimate the lateral shift of the energy streamline
when it crosses the vacuum gap. The local density of states
�LDOS� near the emitter is calculated in the case with the receiver
and compared with that toward free space.

2 Theory
Thermal radiation in the near-field is dominated by photon tun-

neling and wave-interference effects, and hence, cannot be pre-
dicted by the traditional radiative transfer equation. Nevertheless,
the radiative heat transfer can be modeled by fluctuational elec-
trodynamics developed in 1950s �1,2�. For any material at a tem-
perature above absolute zero, charges such as electrons in metals
or ions in polar crystals undergo random thermal motion. The
random motion of charges, or dipoles inside the medium repre-
sented as ellipses in Fig. 1, would result in time-dependent electric
currents in the whole space, which in turn generate electric and
magnetic fields. However, the electromagnetic waves generated
due to charges deep inside the medium will attenuate due to ab-
sorption inside the medium. While the time-average of the in-
duced field is zero at any location and frequency, there exists a
nonzero energy density and the resulting electromagnetic waves
can carry energy away from the surface. The statistical properties
of the electromagnetic field can be fully determined, provided that
the statistical properties of the random currents and the transmis-
sion properties of the radiation from the emitting medium are
known. The fluctuation-dissipation theorem describes the correla-
tions of random currents at thermal equilibrium and the dyadic
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Green’s tensor is usually used to model the transmission proper-
ties of the system �2�. The spectral energy flux is given by

�S�x,��� =�
0

�
1

2
�Re�E�x,�� � H��x,�����d�� �1�

where � � represents the ensemble average, S is the spectral Poyn-
ting vector, E and H are, respectively, the electric and magnetic
fields at given locations and angular frequency, � and �� are the
angular frequency, and � denotes the complex conjugate. The ex-
pressions for E and H can be obtained in terms of the fluctuating
current, based on the dyadic Green’s function �1,2� and Maxwell’s
equations. On the other hand, the spatial and spectral correlations
of the fluctuating currents are obtained using the fluctuation-
dissipation theorem �2�. The final form of the net energy flux
between the two surfaces is given by �10�

qnet� =
1

�2�
0

�

d�����,T1� − ���,T2���
0

�

s��,��d� �2�

Here, ��� ,T�=�� / �exp��� /kBT�−1� is the mean energy of the
Planck oscillator, where � is the Planck constant divided by 2�
and kB is the Boltzmann constant. Expression of s�� ,�� is differ-
ent for propagating ��	� /c� and for evanescent ��
� /c�
waves, namely,

sprop��,�� =
��1 − �01

s ��1 − �02
s �

4�1 − r01
s r02

s ei2�0d�2
+

��1 − �01
p ��1 − �02

p �
4�1 − r01

p r02
p ei2�0d�2

�3a�

and

sevan��,�� =
Im�r01

s �Im�r02
s ��e−2 Im��0�d

�1 − r01
s r02

s e−2 Im��0�d�2

+
Im�r01

p �Im�r02
p ��e−2 Im��0�d

�1 − r01
p r02

p e−2 Im��0�d�2
�3b�

In Eq. �3�, the first term on the right-hand side refers to the con-
tribution of s-polarization or TE wave �when the electric field is
perpendicular to the plane of incidence� while the second term
refers to the contribution of p-polarization or TM wave �when the
magnetic field is perpendicular to the plane of incidence�. As
shown in Fig. 1, cylindrical coordinate system is used so that the

space variable x=r+z, with r-direction being parallel to the inter-
face and z-direction perpendicular to the interface. Note that � and
� j refer to the r-component and z-component of the wavevector
k j, respectively. Thus, k j=�r̂+� jẑ and kj

2=�2+� j
2 where j=0, 1,

and 2. The magnitude of k is related to the dielectric function by
k0=� /c, k1=	�1� /c, and k2=	�2� /c with c being the speed of
light in vacuum and �1 and �2 being the dielectric function �or
relative permittivity� of medium 1 and 2, respectively. Note that
r0j

s = ��0−� j� / ��0+� j� and r0j
p = �� j�0−� j� / �� j�0+� j� are the

Fresnel reflection coefficients for s- and p-polarization, respec-
tively, at the interface between vacuum and medium j �medium 1
or medium 2�. On the other hand, �0j= �r0j�2 is the far-field reflec-
tivity at the interface between vacuum and medium j.

The spectral energy density in the vacuum space between the
two semi-infinite surfaces �1,2� is given by

�u�x,��� =�
0

� 
�0

4
�E�x,�� • E��x,����

+
0

4
�H�x,�� • H��x,�����d�� �4�

where �0 and 0 are the permittivity and permeability of vacuum,
respectively. The somewhat modified expressions of Eqs. �1� and
�4� compared with earlier publications �4,10� do not change the
final results, as long as the Dirac delta function ���−��� is in-
cluded in the correlation function of the currents for emission
from medium 1

�jm�x�,��jn�x�,����

=
4

�
��0 Im��1����,T1��mn��x� − x����� − ��� �5�

Here, m and n refer to each component of the coordinates, Im
denotes imaginary part, and �mn is the Kronecker delta. The spec-
tral energy density can be looked upon as the electromagnetic
energy per unit volume per unit angular frequency. It is the prod-
uct of the LDOS D�z ,�� and the mean energy of the Planck
oscillator, i.e.,

�u�z,��� = D�z,�����,T� �6�

The LDOS is the number of modes per unit frequency interval per
unit volume. It is a fundamental quantity and can provide a quali-
tative understanding of the enhanced near-field radiation. In Eq.
�6�, the LDOS is expressed as a function of z only due to the
continuous translation symmetry of the system in the radial direc-
tion. Several studies discussed the LDOS for a free-emitting sur-
face, i.e., without medium 2 �2,10�. When the emission from the
receiver is neglected, the LDOS can be expressed as the sum of
electric and magnetic density of states, thus

D�z,�� = DE�z,�� + DM�z,�� �7�

It can be shown that

DE�z,�� =
� Im��1�
16�2c2 �

0

� 
���0t1
p�2 + ��t2

p�2�
�2 + �1�1

�

k1k1
�

+ �k0t2
s �2� �

��1�2Im��1�
d� �8a�

and

DM�z,�� =
� Im��1�
16�2c2 �

0

� ��k0t2
p�2

�2 + �1�1
�

k1k1
�

+ ��2t1
s �2

+ ��t2
s �2 �

��1�2Im��1�
d� �8b�

In the above expressions, t1= t+− t− and t2= t++ t−, where

Fig. 1 Schematic for near-field radiation between two closely
placed parallel plates at temperatures T1 and T2 separated by a
vacuum gap of width d. The random motion of the dipoles,
represented as ellipses in the figure, result in a space time-
dependent fluctuating electric field.
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t+ =
t10e

i2�0z

1 − r02r01e
i2�0d �9a�

and

t− =
t10r02e

i2�0�d−z�

1 − r02r01e
i2�0d �9b�

where t10=1+r10 is the Fresnel transmission coefficient for a
given polarization. Note that subscripts + and − represent the
forward and backward waves �due to multiple reflections from
both surfaces�, respectively, in the vacuum gap.

In addition to the net energy transfer, the direction of energy
flow between the surfaces should be known since it gives an idea
about the lateral dimensions of the surfaces in order for them to be
considered as semi-infinite. Due to the random fluctuation of
charges, the Poynting vectors are decoupled for different values of
� �i.e., the parallel vector component� �20,21�. By tracing the
Poynting vector at a given � in the vacuum region, the energy
streamlines �ESLs� provide the direction of energy propagation
�19�. For propagating waves, ESLs are nearly straight. However,
for evanescent waves, the ESLs are curved due to photon tunnel-
ing. The ESLs are laterally displaced as they reach the receiver
surface after crossing the vacuum gap. This lateral displacement,
referred to as the lateral shift, may be important for determining
the necessary lateral dimension of the emitter and receiver in or-
der for them to be approximated as infinitely extended since real
surfaces are always finite.

In order to analyze the nanoscale thermal radiation for doped
Si, it is important to first understand the optical properties of Si at
different doping levels. Due to the large number of free carriers in
doped Si, the Drude model can be used to determine its dielectric
function in the infrared region. For doped silicon in the infrared
region, the Drude model is given as

���� = �� + i�� = �bl −
�p

2

��� + i/��
�10�

In Eq. �10�, the first term on the RHS accounts for contribution
from the lattice vibration and band gap transitions while the sec-
ond term accounts for free carrier absorption. For heavily doped
Si in the infrared ��
2 m�, �bl may be taken as a constant
equal to 11.7 �10�. The plasma frequency is �p=	Ne2 /m��0 and
the relaxation time is �=m� /e. Here, N, e, m�, and  are the
carrier concentration, effective mass, charge, and mobility defined
as the ratio of the carrier drift velocity to the field strength, re-
spectively. For heavily doped silicon, the effective mass depends
little on temperature, the doping concentration, or frequency.
Hence, the electron and hole effective masses can be taken as
0.27me and 0.37me, respectively, where me is the free-electron
mass in vacuum �10�. Accurate carrier mobility and ionization
models are needed in order to determine the optical constants of
silicon. Fu and Zhang �10� combined the interband absorption,
lattice vibration, and free-electron absorption to model the dielec-
tric function of doped Si at temperatures from 300 K to 1000 K
over the entire spectrum. However, the ionization model adopted
in their study results in an underprediction of the carrier concen-
trations for doping concentrations greater than 1017 cm−3. Hence,
the dielectric function developed in Ref. �10� is not applicable for
heavily doped Si �
1018 cm−3�. On the other hand, Basu et al.
�18� examined several models for the ionization and carrier mo-
bility of heavily doped Si and compared the predicted optical
properties with those measured with a Fourier-transform infrared
spectrometer at room temperature. This experimentally validated
Drude model is used in the present study to determine the optical
constants of doped Si. The mobility model used in Ref. �18� was
originally developed at room temperature �300 K�. For heavily
doped Si near room temperature, the scattering process is mostly
dominated by impurity scattering, thus, the lattice scattering can

be neglected. For impurity scattering, the temperature-dependent
mobility �10� can be obtained by

�T� = 300�T/300�1.5 �11�

where 300 is the mobility calculated at 300 K and T is in kelvin.
Figure 2 shows the real and imaginary parts of the dielectric

function of n-type Si for different doping levels at 400 K. It is
observed that with increase in the doping level, the real part of
dielectric function ��=Re��� decreases while the imaginary part
��=Im��� increases due to increased free carrier concentration.
An order of magnitude increase in the doping concentration of Si
results in a tenfold increase in ��. A negative �� with simulta-
neously very large �� results in metallic behavior of heavily doped
silicon. The dielectric function in Ref. �10� fails to capture the
metallic behavior of Si at doping levels greater than 1020 cm−3

due to lesser number of free carriers. On the other hand, the
simple model used in Ref. �17� cannot accurately predict the di-
electric function for Si in the doping range from 1017–1019 cm−3

since it assumes that all the dopant atoms in Si are fully ionized
irrespective of doping level.

3 Results and Discussion
In this section, near-field radiative heat transfer between two

semi-infinite doped silicon plates, as shown in Fig. 1, will be
presented. Surface roughness and tilting effects are not consid-
ered. The emitter is maintained at 400 K while the receiver is
maintained at 300 K. Only n-doped Si is considered in this study
since the results for p-doped Si would be similar.

Fig. 2 Predicted dielectric function of n-type silicon for differ-
ent doping concentrations at 400 K: „a… real part and „b… imagi-
nary part
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3.1 Effect of Surface Waves. As can be seen from Eq. �2�,
the net energy transfer involves integration over both � and �.
The function s�� ,�� /2� is illustrated in Fig. 3 as a contour plot
for 1020 cm−3 doped Si plates separated by a 10 nm vacuum gap.
It should be noted that Fig. 3 is for TM waves since the contribu-
tion from TE waves is negligible for doping levels between
1018 cm−3 and 1020 cm−3. The color bar on the right shows the
scale for s�� ,�� /2� with the brightest color representing the peak
value at �m=2.67�1014 rad /s, corresponding to �m=7 m and
�m=62� /c. Most of the energy transfer will occur around this
peak and there will be negligible energy transfer at �
400� /c
for a given � and at �
4�1014 rad /s for any �. Note that the
contribution of propagating waves ��	� /c� is also negligible.
The resonance energy transfer in the near-field is a result of sur-
face plasmon polaritons �SPPs�, which can greatly enhance the
radiative transfer. A SPP is a localized electromagnetic wave that
propagates along the interface of two different media and decays
exponentially away from the interface. SPPs can be excited at the
vacuum-silicon interface. Furthermore, SSPs at both interfaces
can be coupled, yielding two different branches of the dispersion
relations. Following the work of Lee and Zhang �21�, the disper-
sion relation is calculated between doped Si plates and plotted as
dashed curves in Fig. 3. The lower-frequency branch corresponds
to the symmetric mode and the higher-frequency branch repre-
sents the asymmetric mode. The dispersion curves match well
with the peak in s�� ,��. Compared with SiC �see Ref. �21�� the
peak is much broader due to the large �� of doped silicon.

The vacuum gap width d has a significant effect on near-field
heat transfer. This can be understood by plotting s�� ,�� at �m as
a function of � for different d values, as shown in Fig. 4, where �
is normalized with respect to �m /c. Note that �m changes little for
d	100 nm. As the gap width decreases, the peak of s�� ,�� in-
creases and shifts toward larger � values. The area underneath is
proportional to the spectral energy flux and the volume under the
curved surface of s�� ,�� in Fig. 3 is proportional to the total
energy flux that tends to be inversely proportional to d2 as noted
in previous studies �2,10�. An alternative view would be to con-
sider the ratio s /�, which was called transfer function according
to Fu and Zhang �10�. As d decreases, the peak value of s�� ,�� /�
remains nearly unchanged but its location will shift toward larger
� values. As a consequence, there will be a significant increase in
the number of modes for energy transfer because the integration
of s /� over 2��d�, i.e., the area in the x-y plane of the
wavevector-space, is directly proportional to the energy transfer.

Therefore, the transfer function can be viewed as the contribution
per unit area in the parallel plane of the wavevector.

3.2 Effect of Doping Level. When different doping levels are
considered, the location of the peak in s�� ,�� shifts toward higher
frequencies with increased doping level. For example, �m=2.67
�1013 rad /s, 8.5�1013 rad /s, and 2.67�1014 rad /s for doping
concentrations of 1018 cm−3, 1019 cm−3, and 1020 cm−3, respec-
tively. The integration of s�� ,�� over � gives a weighted function
to modify the Planck blackbody distribution function. The spectral
energy transfer per unit area q�� can be obtained as

q�� =
1

�2 ����,T1� − ���,T2���
0

�

s��,��d� �12�

so that qnet� =�0
�q��d�. This function is plotted against � for differ-

ent doping concentrations in Fig. 5 for T1=400 K and T2
=300 K. It can be seen from Fig. 5�a� that, for d=100 nm, a
strong spectral peak occurs near the SPP resonance frequency for
each doping level. The peaks for doped silicon, however, are
much broader than that for SiC and for metals because of the large
losses. In addition to the peaks caused by SPPs, there exists a
broadband spectral distribution due to thermal fluctuation as de-
scribed by the Planck’s oscillator model. As discussed in Ref.
�12�, Wien’s displacement law no longer holds for near-field ra-
diative transfer. There may be two or more peaks in the spectral
radiative flux. When the vacuum gap width is reduced to 10 nm,
the spectral energy flux is increased by two orders of magnitude
around the SPP resonance frequencies, as shown in Fig. 5�b�.
Away from the resonance frequencies, the energy is essentially
transferred by propagating waves and the spectral energy flux
does not increase as the d decreases. This is why some traces
�away from the peaks� in Fig. 5�a� do not show up in Fig. 5�b�. It
is the area under these curves that determines the total energy
transfer.

The predicted radiative heat transfer between two doped Si
plates is plotted in Fig. 6 as a function of the vacuum gap width.
Both plates are maintained at the same doping level, which is
varied from 1018 cm−3 to 1021 cm−3. The dotted line with circles
is the radiation heat flux between two blackbodies given by
��T1

4−T2
4�, where � is the Stefan–Boltzmann constant. At d

=1 nm, the net heat flux between 1019cm−3 or 1020 cm−3 doped
Si plates can exceed, by five orders of magnitude, that between
two blackbodies because of photon tunneling and surface waves.
It is interesting to note that while the energy flux spectra are very
different between doping concentrations of 1019 cm−3 or
1020 cm−3, the total energy flux is about the same when d
	30 nm. As can be seen from Fig. 5, the peak is sharper and

Fig. 3 Contour plot of s„� ,�… for doping concentration of
1020 cm−3 in both the emitter „at 400 K… and receiver „at 300 K…

when the vacuum gap width d=10 nm. Note that the angular
frequency is shown in the range from 1014 rad/s to 4
Ã1014 rad/s and the parallel wavevector component is normal-
ized to the frequency. The dashed curves represent the two
branches of the surface-polariton dispersion.

Fig. 4 Graph of s„�m ,�… as a function of � for different
vacuum gap widths
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narrower for doping concentration of 1019 cm−3 than that for
1020 cm−3. This explains why the nanoscale radiation between
doped Si plates can be enhanced to the same order of magnitude
as that between SiC plates; the latter case has an extremely high
peak in a very narrow spectral band �15,16�. In the present study,
the nonlocal effect, i.e., the spatial dependence of the dielectric
function was not considered �2�. The nonlocal effect, however, is
negligible at vacuum gap width d
1 nm �11�.

It should be noted that near room temperature, increase in the
doping level of Si does not always enhance the energy transfer. In

fact, the radiative heat transfer is smallest for 1021 cm−3 doped Si
plates as compared with other doping levels as shown in Fig. 6.
The main reason for this is that at the doping concentration of
1021 cm−3, �m is too high and due to the exponential term in the
denominator of the mean energy of Planck’s oscillator, the spec-
tral energy flux is not significantly enhanced as compared with
other doping levels. Another way to view it is that at smaller d, the
net spectral heat flux is proportional to product of Im���1
−1� / ��1+1�� and Im���2−1� / ��2+1�� �2,10�. Hence, very large
values of ��, as for 1021 cm−3 doped Si, will significantly reduce
the energy transfer. This is also the case for good metals in the
infrared region such as Al and Cu �2�. At d
200 nm, doping
concentrations between 1018 cm−3 or 1019 cm−3 yield the largest
radiative heat transfer. Note that surface wave coupling becomes
weaker as d increases to beyond 100 nm. The above calculations
assumed that the doping concentrations are the same for both
media.

Figure 7 illustrates the effect of doping concentration on nano-
scale radiation when the vacuum gap width is fixed at d=1 nm.
The doping level of medium 1 is represented as N1 while that for
medium 2 is represented by N2. Generally speaking, surface
waves are better coupled when the two media have similar dielec-
tric functions. The results are that there exist peaks when N1
�N2 at doping levels up to 1020 cm−3. A decrease in the energy
transfer is observed when the doping level of one or both of the
silicon plates exceeds 1020 cm−3. In general, the model used in
Ref. �10� does not correctly predict the net radiative transfer near
room temperature for doping levels greater than 1018 cm−3 be-
cause it was assumed that a large portion of the doping sites are
not ionized to free carriers. It should be noted that the dielectric
function model used in the present study did not consider band
gap absorption and cannot be used at wavelengths shorter than
1.3 m. Furthermore, the Drude model proposed by Basu et al.
�18� is not applicable at temperatures much higher than 400 K.

3.3 Effect of Polarization. So far, all the discussions are for
TM waves because the contributions by TE waves are negligible
in most cases, except for doping concentration of 1021 cm−3 in the
region d
5 nm. As can be seen from Fig. 6 that the curve for the
net energy transfer �calculated for both polarizations� for N1=N2
=1021 cm−3 exhibits different trend as the other curves. Figure 8
shows the contribution of different polarization states to the net
energy transfer for two doping levels. It is seen from Fig. 8�a� that
TM wave contribution dominates the net energy transfer for
1020 cm−3 doped Si, although the TE wave contribution increases
as d increases to beyond 100 nm. This is expected since surface
waves are strongly coupled at the nanometer scales as discussed
earlier. On the other hand, there is a significant TE wave contri-

Fig. 5 Spectral energy flux for different doping levels at „a… d
=100 nm and „b… d=10 nm

Fig. 6 Net energy flux between medium 1 at 400 K and me-
dium 2 at 300 K at different doping levels versus gap width. The
dash-dotted line refers to the net energy transfer between two
blackbodies maintained at 400 K and 300 K, respectively.

Fig. 7 Effect of doping on the net energy transfer between two
doped Si plates separated by 1 nm vacuum gap
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bution for 1021 cm−3 doped Si at vacuum gap d
10 nm. The TE
wave contribution does not increase when the gap is reduced fur-
ther from about d=50 nm or so. Most of the TE wave contribu-
tions are limited to smaller � values because Im�r01

s � and Im�r02
s �

decreases quickly as � increases and become negligible when
�
5� /c. When �	5� /c and d	50 nm, the term
exp�−2 Im��0�d��1 in Eq. �3�. Hence, s�� ,�� becomes indepen-
dent of d resulting in the nearly constant total energy flux for the
TE wave. Similar results were observed between two metallic
surfaces �2,11�.

3.4 Lateral Shift. Having calculated the net energy transfer
between two surfaces, it is important to trace the direction of
energy pathways as well as to estimate their lateral shifts from the
emitter to the receiver. Figure 9 plots s��m ,�� /2� together with

the lateral shift � �at �=�m� as functions of � for 1020 cm−3

doped Si at d=10 nm. The inset in Fig. 9 illustrates the concept of
lateral shift for near-field radiative transfer. The lateral shift pro-
vides an estimate of how large the surface should be in order for
it to be considered infinitely extended in the parallel plane for
calculation of the near-field energy transfer. Note that the lateral
shift is obtained after taking the ratio of the Poynting vector com-
ponents in r- and z-directions and hence is not directly related to
the emitter temperature except through the materials properties. It
is seen that � increases sharply when � exceeds 200�m /c, where
�=10d. From calculation, about 14% of the energy flux is carried
by evanescent waves with �
200�m /c, i.e., the shaded area. Al-
though, the lateral shift is around 200d at �=400�m /c, the con-
tribution to the energy flux by evanescent waves with �

400�m /c is negligible. Generally speaking, the diameter of the
plates should be greater than 100d for them to be treated as infi-
nite. While, there are dielectric functions are very different the
lateral shift for 1020 cm−3 doped Si is of the same order as that for
SiC �20�.

3.5 Local Density of States. The LDOS is calculated when
both media are doped silicon with the same doping concentration
of 1020 cm−3. Only the LDOS for TM waves is considered since
the contribution of TE waves is negligibly small. Here, the LDOS
is calculated in the vacuum gap for the case when the emitter is at
400 K and the receiver is at 0 K. In other words, the emission
from the receiver is not considered in this analysis. If the receiver
is not at 0 K, the LDOS must be separately considered by assum-
ing that the other medium is at 0 K. Since the electromagnetic
fields from the emitter and the receiver are not correlated, the
LDOS from each surface can be separately calculated, however,
they cannot be added since the sum does not have any physical
meaning. On the other hand, in terms of energy density, the local
energy density will be sum of the energy densities from the emit-
ter and the receiver and hence can be added together. As seen
from Eqs. �6�, �7�, �8a�, and �8b�, the density of states is a function
of the material properties of the emitter and the receiver. Other
than the temperature dependence of the dielectric function, LDOS
is not a function of temperature. Figure 10�a� plots the spectral
variation in LDOS at three different locations inside the vacuum
gap when d=10 nm. At the surface wave resonance �=�m,
LDOS is strongly amplified and displays a peak in the spectra.
Figure 10�b� compares the spatial variation in LDOS in the gap
with and without the receiver at �=�m. It can be seen from Fig.
10 that the receiver has little influence on the LDOS close to the
emitter, e.g., z	0.5d, where LDOS is almost the same as that of
free emission from medium 1 into vacuum. As z→0, LDOS di-
verges as z−3, which was observed by others without the receiver
�2,10�. On the other hand, the presence of the receiver starts to
modify the LDOS when z
0.5d. At z=d, the LDOS calculated
considering the receiver is nearly twice of the LDOS without the
receiver. Multiple reflections of the evanescent waves result in a
strong coupling that enhances the density of states near the re-
ceiver surface.

4 Conclusions
A theoretical investigation is performed on the near-field radia-

tive energy transfer between heavily doped Si �1018 cm−3 to
1021 cm−3� plates near room temperature, using an improved di-
electric function model. The effect of surface wave is examined,
and the ranges of � and � that dominate the heat transfer are
identified for different doping levels. Increasing in the doping
level for Si does not necessarily increase the energy transfer. The
lateral shift across the vacuum gap of the energy pathway is esti-
mated using the energy streamline method. It is observed that the
diameter of the receiver should be around 100 times the vacuum
gap for the surfaces to be considered infinite in the lateral dimen-
sions. The effect of the receiver on the local density of states in
the vacuum gap is negligibly small except near the surface of the

Fig. 8 Contribution of TE and TM waves to the net energy
transfer for „a… 1020 cm−3 and „b… 1021 cm−3 doped Si at differ-
ent gap widths

Fig. 9 Graphs of s„�m ,�… and lateral shift versus � for
1020 cm−3 doped Si media with a gap width of 10 nm. The lat-
eral shift � is normalized with respect to d.
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receiver. The results obtained from this study will facilitate future
design of experiments and applications of nanoscale thermal ra-
diation.
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Nomenclature
c � speed of light in vacuum, 2.998�108 m s−1

d � vacuum gap thickness, m
E � electric field vector
H � magnetic field vector
� � Planck constant divided by 2�,

1.055�10−34 J s
k � wavevector, m−1

kB � Boltzmann constant, 1.381�10−23 J K−1

q� � heat flux, W m−2

r � vector in the radial direction, m
r � Fresnel reflection coefficient
T � temperature, K
t � Fresnel transmission coefficient

S � spectral Poynting vector, W m−2 s rad−1

z � vector in the direction normal to surfaces, m

Greek Symbols
� � parallel wavevector component, m−1

� � wavevector component in the z-direction, m−1

� � relative permittivity �i.e., dielectric function�
�0 � permittivity of vacuum, 8.854�10−12 F m−1

� � mean energy of the Planck oscillator, J
� � wavelength in vacuum, m
 � mobility, cm2 V−1 s−1

0 � permeability of vacuum, 4��10−7 H m−1

� � relaxation time, s
� � angular frequency, rad s−1

Superscripts
p � p-polarization
s � s-polarization

Subscripts
0 � vacuum
1 � medium 1
2 � medium 2
E � electric

evan � evanescent wave
M � magnetic
m � maximum

prop � propagating waves
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A Quasidependent Scattering
Radiative Properties Model for
High Density Fiber Composites
This paper presents a theoretical model for the radiative properties of fiber composites
fabricated of spatially oriented fiber strands that contain closely spaced fibers in the Mie
scattering regime. Dependent scattering within the dense fiber strands is accounted for by
utilizing the solution of Maxwell’s equations that included the near field interaction of
cylindrical waves. Scattering between strands is shown to be uncorrelated due to their
macroscopic dimensions compared with the wavelength of the incident radiation. The
model is called quasidependent scattering approximation (QDA), as the radiative prop-
erties are formulated as the uncorrelated sum of the dependent scattering properties of
the constituent fiber strands. The extinction coefficient, scattering coefficient, and scat-
tering phase function are derived for fiber composites of arbitrary internal architecture.
The application of the QDA model is demonstrated by means of numerical analyses on
two types of fiber composites. �DOI: 10.1115/1.4000186�

Keywords: dependent scattering, fiber, thermal insulation, fiber composite, woven fabric,
heat shield, radiative properties, infinite cylinder

1 Introduction
Fiber insulations are used in many commercial and aerospace

applications over a wide temperature range. These include build-
ing insulations for ambient environments, woven fabric heat
shields for atmospheric entry vehicles, and fiber reinforced com-
posites for refractory systems, and so on. Building insulations are
high porosity fiber batts that do not have much resistance to com-
pression. Reusable surface insulations such as the space shuttle
thermal protection tiles are also high porosity media, yet they
contain bonded fibers that form a semirigid matrix. Fiber rein-
forced composites contain multidirectional dense fiber strands,
which exhibit considerable structural integrity.

The effectiveness of a fiber thermal insulation is due to absorp-
tion and scattering of radiation by fibers. The ability of fiber in-
sulations to suppress radiation is a function of the fiber material,
diameter, orientation, and solid volume fraction. As fibers in insu-
lation materials are typically millimeters in length and microme-
ters in diameter, the large aspect ratio renders their scattering char-
acteristics similar to those of an infinite cylinder �1�. Therefore,
fibers are commonly modeled as an infinite cylinder, for which the
scattering solution is well known �2,3�. The scattering properties
of the fiber medium are strongly influenced by the solid volume
fraction, as it dictates whether scattering is independent or depen-
dent. Dependent scattering occurs when particles are located in
the near field of other particles. This is because scattered waves in
the near field are nonplane waves, which recover to plane waves
in the far field. Interaction with nonplane waves causes the scat-
tering properties of the particles to deviate from those for inde-
pendent scattering, for which particles are located in the far field
of each other where they interact only with plane waves. A map
demarcating the scattering regimes as a function of the fiber solid
volume fraction is given in Ref. �4�.

Dependent scattering must be distinguished from multiple scat-
tering, as the latter concerns the transport of radiation through the
particulate medium via all scattering paths. More detailed discus-

sions on multiple scattering of particles can be found in Refs.
�5,6�. Dependent scattering affects the radiative properties of the
medium, whereas multiple scattering governs radiative transfer
through the medium. Within the phenomenology of the radiative
transfer equation �RTE�, multiple scattering is accounted for by
the scattering phase function, which represents the in-scattering
contribution. Multiple scattering is, therefore, inherently included
in the solution of the RTE. On the other hand, dependent scatter-
ing can only be accounted for by considering the near field inter-
actions of nonplane waves in the solution of Maxwell’s equations.

Radiative properties in the independent scattering regime are
based on the Mie theory for spheres and the solution for a single
infinite cylinder for fibers. In the dependent scattering regime the
radiative properties must be derived by a solution of Maxwell’s
equations that includes the near field interaction of the particles.
While considerable research has been conducted on scattering in-
volving spherical particles, the corresponding problem on two-
dimensional particles such as infinite cylinders has received much
less attention. This is evident in the database compiled by Mish-
chenko et al. �7�, which collected over 700 references from 1965
to 2004 on electromagnetic scattering solution of particles, of
which only 12 concerned cylindrical particles. This database pro-
vides an extensive repertoire for an in-depth exploration of the
topics.

Fundamental studies on dependent scattering by closely spaced
infinite cylinders can be categorized into those for unbounded
�8–11� and bounded �12–21� domains. The former refers to cylin-
ders located in an infinite homogeneous medium, and the latter
concerns cylinders embedded in a semi-infinite or finite dielectric
medium. For cylinders in an unbounded domain, only near field
interaction of cylindrical waves needs to be considered. For cyl-
inders in a bounded domain, discontinuity of the medium refrac-
tive index across the boundaries of the domain gives rise to
boundary reflected waves that must be accounted for in the for-
mulation. All of these studies, except those by Lee and co-worker
�10,14,15,20�, are restricted to normal incidence with respect
to the fibers, i.e., the incident wave propagates in the plane per-
pendicular to the axes of the fibers. At normal incidence the po-
larization of the incident and scattered waves remains invariant.
However, the scattered waves become depolarized at oblique in-
cidence, which give rise to scattered waves of both transverse
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magnetic �TM� and transverse electric �TE� modes even for a
single mode incident wave. The cross mode contributions that
occur at oblique incidence are accounted for in formalisms for
unbounded �10� and bounded �15,20� domains by Lee and in the
formalism for a bounded domain by Lee and Grzesik �14�.

For fiber media that contain densely packed fibers, the amount
of fundamental studies is quite limited �22–28�. The large number
of fibers necessitated the treatment of conditional averaging �29�
and effective field �30�. These studies were concerned with the
propagation of coherent waves and the derivation of the disper-
sion relation. The latter is the governing equation for the effective
propagation constant that is proportional to the extinction effi-
ciency. Most of the studies �22–26,28� were limited to normal
incidence on the fibers, as they were concerned with the mechani-
cal properties of fiber composites. The mechanical properties are
dictated by shear and compression waves that propagate only in
the plane normal to the fiber axes. An approximate model for the
scattering coefficient of woven fabrics was given in Ref. �31�
assuming normal incidence and Rayleigh–Gans limit, which are
seldom satisfied in real applications. None of the studies can treat
the general types of fiber composites as those shown in Fig. 1
�32�, which contain interweaving, multidirectional fiber strands.
Each strand contains closely spaced fibers in the Mie scattering
regime. It is evident that dependent scattering is dominant inside
the strand due to the high solid volume fraction. The vast quantity
of fibers in each strand precludes the application of theoretical
formulations for a finite configuration of closely spaced fibers.
This is because the system of governing equations is of size
2N��2M +1�, where N is the total number of fibers and M is the
truncation order. As the fiber strands contain numerous fibers in
the Mie regime, for which the truncation order usually exceeds
ten, the number of equations can easily exhaust the resources of
even mainframe computers.

An accurate knowledge of the radiative properties is essential to
the analysis of radiative transfer through the fiber composite. This
paper presents a theoretical model for the radiative properties of
fiber composites that accounts for their internal architecture. The
model does not place any restriction on the fiber size, refractive
index, solid volume fraction, as well as the size and geometric
configuration of the fiber strands. In Sec. 2.1, we present a brief
overview of the scattering solution for a dense layer of infinite
cylinders, which provides the theoretical basis for modeling a fi-
ber strand. Theoretical consideration of the scattering interaction
between fiber strands is described in Secs. 2.2.1 and 2.2.2, fol-
lowed by the formulation to account for the orientation of the
strands in Secs. 2.3 and 2.4. The application of the theoretical
model is demonstrated in Sec. 3 by means of numerical examples.

2 Theory
The evaluation of the radiative properties of fiber composites,

as those depicted in Fig. 1, requires a theoretical model that ac-
counts for the geometric arrangement and physical characteristics
of the fiber strands. In Secs. 2.1–2.4, we shall discuss successively
the scattering solution for a single fiber strand, the interaction
between strands, the geometric configuration of fiber strands, and
the formulation of radiative properties.

2.1 Scattering Properties of a Fiber Strand. A fiber strand
is typically millimeters or centimeters in thickness and width,
whereas the fibers are several micrometers in diameter. The mac-
roscopic size of the fiber strand dictates that each strand would
contain hundreds of thousands of fibers even for a cross section of
only 1 mm2. As the thickness and width of a fiber strand are
orders of magnitude greater than the fiber diameter, a fiber strand
can be modeled as a layer containing closely spaced infinite cyl-
inders, for which the scattering solution has been developed �33�.
The pertinent formulas to be used in the present paper are sum-
marized below.

A schematic diagram of a fiber strand of width W and thickness
D is depicted in Fig. 2. The extinction cross section per unit length
is given by

Ce,� = − 4�DW Im�K�D/ki� �1�

where the subscript ��=I , II� denotes the TM and TE modes, re-
spectively, Im refers to the imaginary part, �D�=kiD /2� is the
strand size parameter based on thickness, ki is the propagation
constant or wave number of the medium in which the fibers re-
side, and K�D is the effective propagation constant of the fiber
strand in the thickness direction. The scattering cross section per
unit length is given by

Cs,� =
8fv�DW

��2 C�o �2�

where �=kir is the fiber size parameter, r is the fiber radius, and

C�o = �
�,��=�1

�
n,s=−�

�
1 − exp�− i��K�D − ��K�D

� �D�
i��K�D − ��K�D

� �D
�X�n

� X�s
���

+ Y�n
� Y�s

���

� ·��sn + 8fv��s−n exp�i���s

− n���
���

1

�

Js−n�2�irR�Js−n�2L�
�rR��g�R� − 1�RdR� �3�

In the above expression �X�n
� ,Y�n

� � are the amplitudes of the ef-
fective waves; Jn is the integer order Bessel function; Hn is the
Hankel function of the second kind; �sn is the Kronecker delta
function; fv is the solid volume fraction; in �i=ki cos 	i, 	i is the

K/%4/8175/=3-? "8/%4/8175/=3-?
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Fig. 1 Schematic diagrams of various types of high density
fiber composites †32‡
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polar angle of incidence; in L�=K� cos 	�, 	� and �� are the
complex propagation angles inside the strand; superscript � de-
notes the complex conjugate; and g�R� is the radial distribution
function. The extinction and scattering efficiencies are obtained by
normalizing the respective cross sections by the total geometric
cross section of the fibers. They are given by

Q̂e,� = −
��

fv
Im	K�D

ki

 �4�

Q̂s,� =
2

�
C�o �5�

respectively. The difference between the extinction and scattering
cross sections/efficiencies gives the absorption cross section/
efficiency. It should be obvious that the radiative cross sections
and efficiencies vary with both the polar �	i� and azimuth ��i�
angles of incidence because a fiber strand is two-dimensional
layer.

For an incident radiation in the direction of 	i and �i, the an-
gular distribution of the scattered radiation is prescribed by

I��
� =
4fv�DW

�2�2 cos 	iRp
i��
�es �6�

where Rp is the radial distance

i��
� = �
�,��=�1

1 − exp�− i��K�D − ��K�D
� �D�

i��K�D − ��K�D
� �D

�X�
� X�

���

+ Y�
� Y�

���

� ·�1 + 8fv �
m=−�

�

��m exp�im�


+ ����
����

1

�

Jm�2�irR�Jm�2L�
�rR��g�R� − 1�RdR� �7�

and

es = cos 	i cos 
ex + cos 	i sin 
ey + sin 	iez �8�

The unit vector indicates that the scattered radiation propagates
along the generators of a cone with half apex angle � /2−	i. This
directional characteristic resembles that of a single fiber.

All of the above scattering properties are wavelength depen-
dent, but the subscript � that denotes the spectral dependence has
been omitted for brevity. For unpolarized radiation the radiative
properties are calculated as the average of the TM and TE modes

f = �f I + f II�/2 �9�

where f � �Ce ,Cs ,Qe ,Qs , i�
��. The scattering properties of a fiber
strand provide the basis for formulating the radiative properties of
a fiber composite.

2.2 Scattering Interaction Between Fiber Strands. As high
density fiber composites contain interweaving fiber strands, the
radiative properties of the fiber composite are influenced by the
interactions between fiber strands in the near field due to �1� scat-
tered waves from adjacent fiber strands and �2� scattered waves
from various fiber strands in the far field. These effects are con-
sidered in Secs. 2.2.1 and 2.2.2.

2.2.1 Scattering Interaction in the Near Field. The interaction
between adjacent fiber strands is due to secondary incident waves
that arise from the scattered waves from other strands. The total
Hertz potential in the vicinity of a fiber strand consists of the
incident wave, scattered wave, and secondary incident waves as

� j = � j
o + � j

s + �
k�j

�kj
s �10�

where �� �u ,v� represents both the TM and TE modes. The
Hertz potentials of the incident and scattered waves are given by

� j
o = �

n=−�

�

�− i�n j exp�in
 jp�Jn��iRjP� �11�

� j
s  Zj exp�− iki · R jP� �12�

respectively, where the former is the usual plane wave represen-
tation and the latter follows from Ref. �33�. In the above expres-
sions  j is the phase shift at strand j, Z� �X ,Y� is the amplitude of
the respective modes, and R jP is a radial vector from strand j to
point P in space.

The scattered-incident wave from strands k to j is derived by
first expanding Eq. �12� for strand k in an infinite series of integer
order Bessel functions, followed by utilizing the addition theorem
for Bessel functions. After some manipulations we get

�kj
s  Zk �

s,n=−�

�

Fn�− i�s−n exp�i�s − n�
kj�Js−n��iRjk�Jn��iRjp�

�13�

where Fn= �−i�n exp�in
 jp� and 
kj is the azimuth angle from
strands k to j. Substituting Eqs. �11�–�13� into Eq. �10� yields

� j = �
n

Fn� j + �
k�j

�
s

Zk exp�i�s − n��
kj

+ ���Js−n��iRjk��Jn��iRjp� + � j
s �14�

As the distance traversed by the scattered waves is shortest at
normal incidence, i.e., 	i=0, it represents the limiting case for the
greatest effect due to secondary incident waves. Equation �14� for
normal incidence is obtained by simply setting �i�=ki cos 	i� to ki.

Because fiber strands are macroscopic compared with the indi-
vidual fibers, kiRjk is generally large between a pair of fiber
strands. For example, kiRjkO�103� for millimeter thick strands
in the thermal radiation regime. In the asymptotic limit of large
argument, the integer Bessel function varies as

lim
kiRjk→�

Js−n�kiRjk�  1/�kiRjk → 0 �15�

which causes the scattered-incident waves to vanish. Equation
�14� becomes

� j = � j
o + � j

s �16�

which indicates that the near field interaction between fiber
strands is negligible.

2.2.2 Scattering Interaction in the Far Field. The correlation
effect of far field interaction is assessed by utilizing the approach
of conditional averaging �29�. The conditional average of Hertz
potentials of scattered waves with fiber strands j and k fixed is
given by

��s� jk =� �sp�R1R2 . . . RN�dV1 . . . dVi . . . dVN, i � j,k

�17�

where p�R1R2 . . .RN� is the probability distribution function and
dVi is the differential volume about fiber strand i. The joint prob-
ability distribution of a pair of fiber strands is given by

p�R j,Rk� = �g�Rjk�/V �R j − Rk� � D

0 �R j − Rk� � D
� �18�
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where g�Rjk� is the radial distribution of a pair of fiber strands and
D is the average thickness of strands j and k.

As the fiber strands are nonpenetrating, the interstrand separa-
tion is always greater than the strand thickness. The radial distri-
bution function g�Rjk� is then unity, as the probability of locating
another strand is definite. Equation �17� becomes

lim
Rjk�D

��s� jk  � j
s �19�

which indicates negligible correlation between scattered waves
from various strands. The total scattered field from all fiber
strands follows as:

�
j=1

N

��s� jk = �
j=1

N

� j
s �20�

which is the same as that for independent scattering. Conse-
quently, the radiative properties of a collection of fiber strands are
equal to the uncorrelated sum of those for each strand.

2.3 Orientation of Fiber Strands. As fiber composites con-
tain spatially oriented fiber strands, the orientation of the strands
must be accounted for in the formulation of radiative properties.
Because each fiber strand is a two-dimensional layer, its orienta-
tion can be defined by the direction of two orthogonal vectors on
the strand. We prescribe a coordinate system, designate it as DWL,
on the fiber strand such that the D, W, and L axes coincide with
the thickness, width, and length directions, respectively. The co-
ordinate system of the fiber composite is specified as XYZ, and its
boundaries are parallel to the XY plane.

Figure 3 depicts the orientation of a fiber strand in the compos-
ite. The spatial orientation of a fiber strand is defined by six angles
as

Ω � ��D,�W,�L,�D,�W,�L� �21�

where ��D ,�W ,�L� and ��D ,�W ,�L� are the polar and azimuth
angles, respectively, relative to the XYZ axes. The orthogonality
of the unit vectors along the DWL axes provides three equations

cos �L cos �D + sin �L sin �D cos ��L − �D� = 0 �22�

cos �D cos �W + sin �D sin �W cos��D − �W� = 0 �23�

cos �L cos �W + sin �L sin �W cos��L − �W� = 0 �24�
which reduce the number of independent angles to three.

The transformation between the DWL and XYZ coordinates can
be obtained from geometric consideration. It can be shown that

�eDWL� = TDWL-XYZ�eXYZ� �25�

where �eDWL� and �eXYZ� are column unit vectors in the respective
coordinate systems, and

TDWL-XYZ = � sin �D cos �D sin �D sin �D cos �D

sin �W cos �W sin �W sin �W cos �W

sin �L cos �L sin �L sin �L cos �L
� �26�

The inverse transform is

�eXYZ� = TXYZ-DWL�eDWL� �27�

where TXYZ-DWL is the transpose of TDWL-XYZ.
The scattering properties of a fiber strand are given in terms of

the incident and scattering angles �	i ,�i ,
� with respect to the
DWL axes. The equivalence of the incident direction in the DWL
and XYZ systems yields

sin 	i = sin �i sin �L cos��i − �L� + cos �i cos �L �28�

tan �i =
cos �i cos �W − sin �i sin �W cos��i − �W�
cos �i cos �D + sin �i sin �Dcos ��i − �D�

�29�

Equation �6� indicated that the scattered radiation from a fiber
strand propagates along the surface of a cone whose axis is along
the L-axis. The scattered direction in space is, however, a function
of the strand orientation and direction of the incident radiation.
The scattered directions relative to the fiber strand and fiber com-
posite are related by

cos�
 + �i� = �sin �i sin �scos ��i − �s� + cos �i cos �s

− sin2 	i�/cos2	i �30�

which follows from the equivalence of the included scattering
angle, i.e., ei ·es, in the DWL and XYZ systems. Equation �30�
describes the locus of scattered radiation for the incident radiation
that propagates in the direction ��i ,�i� and makes an angle of
incidence 	i with the strand.

2.4 Radiative Properties of a Fiber Composite. We have
demonstrated in Sec. 2.2 that the interaction between fiber strands
is uncorrelated. As a result, the radiative properties of a fiber
composite can be formulated by summing up the scattering prop-
erties of all the strands. We designate this theoretical approach
that combines dependent scattering within a fiber strand and un-
correlated interaction between fiber strands as the QDA.

2.4.1 General Spatial Distribution of Fiber Strands. For com-
posites that contain spatially oriented fiber strands, the extinction
and scattering coefficients are obtained by integrating over a gen-
eralized size and orientation distribution d2F as

��e��ei�,�s��ei�� =�� �Ce��ei,Ω�,Cs��ei,Ω��d2F �31�

where Ω� �eD ,eW ,eL� denotes the strand orientation. The absorp-
tion coefficient is equal to the difference between the extinction
and scattering coefficients

�a�ei� = �e�ei� − �s�ei� �32�

To derive the scattering phase function, we note that the integra-
tion of the scattered radiation over all directions yields the scat-
tering cross section

Cs� =�
0

2�

I��
� · eRRPd
 =
8fv�DW

�2�2 cos2 	i
�

0

�−2	i

î����sin �d�

�33�

where �=cos−1�ei ·es� is the included angle between the incident
and scattered directions, and

î���� = i��
�/sin�
 + �i� �34�

arises from the transformation of integration from 
 to �. If the

scattered intensity î� were isotropic, Eq. �33� yields
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Fig. 3 Orientation of the DWL axes relative to the XYZ axes
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î�,iso =
�2�2 cos2 	i

16fv�DW
Cs� �35�

where the upper limit of integration has been extended to � to
encompass the entire range.

The scattering phase function of a fiber strand is defined as the
actual distribution of scattered radiation normalized by the corre-
sponding value if scattering were isotropic

p��ei,es,Ω� = î���,Ω�/î�,iso �36�

The phase function satisfies

1

4�
�

4�

p��ei,es,Ω�d�s = 1 �37�

1

4�
�

4�

Cs��ei,Ω�p��ei,es,Ω�d�s = Cs��ei,Ω� �38�

where d�s�=sin �sd�sd�s� is the solid angle about the scattering
direction.

The scattering phase function of a fiber composite is obtained
by integrating the product of the scattering cross section and phase
function of a fiber strand over the size and orientation distribution
function

�s�P��ei,es� =�� Cs��ei,Ω�p��ei,es,Ω�d2F �39�

The product satisfies

1

4�
�

4�

�s�P��ei,es�d�s = �s��ei� �40�

as integration over all scattered directions must yield the scatter-
ing coefficient. The overstrike emphasizes that the scattering co-
efficient and phase function must appear as a group, as the mag-
nitude of scattered radiation from a strand is dictated by its
scattering cross section.

2.4.2 Fiber Strands in Discrete Orientations. For composites
that contain fiber strands oriented in discrete directions, the inte-
gration in Eqs. �31� and �39� can be replaced by a summation as

��e��ei�,�s��ei�� = �
p

np�Ce�,p�ei,Ωp�,Cs�,p�ei,Ωp�� �41�

�s�P��ei,es� = �
p

npCs�,p�ei,Ωp�p�,p�ei,es,Ωp� �42�

where np is the areal number density of strands oriented in the
direction Ωp. As each fiber strand can have a different solid vol-
ume fraction and geometric cross section, the above equations can
be expressed in terms of the characteristics of the constituent
strands

��e��ei�
�s��ei�

� =
Fva

�
p

xpDpWp

�
p

xpDpWp

2fvp

�rp
�Q̂e�,p�ei�

Q̂s�,p�ei�
� �43�

�s�P��ei,es� =
Fva

�
p

xpDpWp

�
p

xpDpWp

2fvp

�rp
Q̂s�,pp�,p�ei,es,Ωp�

�44�

where the subscript p refers to strand p, xp�=np /nc� is the fraction
oriented in the direction Ωp, and nc is the total areal number
density. In addition, we have

Q̂s�,pp�,p�ei,es,Ωp�

=
4

��p cos2 	i sin�
 + �i�

· �
�,��=�1

1 − exp�− i��K�D − ��K�D
� �D�

i��K�D − ��K�D
� �D

�X�
� X�

���

+ Y�
� Y�

���

�

·�1 + 8fvp �
m=−�

�

��m exp�im�
 + ����
���

��
1

�

Jm�2�irpR�Jm�2L�
�rpR��g�R� − 1�RdR� �45�

and

Fva = �
p

npDpWp = nc�
p

xpDpWp �46�

is the apparent solid volume fraction of the composite based on
the envelope dimension of the fiber strand. The actual solid vol-
ume fraction of the fiber composite is

Fv = nc�
p

xpfvpDpWp �47�

2.4.3 Identical Fiber Strands in Discrete Orientations. For the
special case that all the fiber strands have the same thickness and
width, Eqs. �43� and �44� become

��e��ei�
�s��ei�

� = Fva�
p

xp

2fvp

�rp
�Q̂e�,p�ei�

Q̂s�,p�ei�
� �48�

�s�P��ei,es� = Fva�
p

xp

2fvp

�rp
Q̂s�,pp�,p�ei,es,Ωp� �49�

3 Numerical Examples
The radiative properties of a fiber composite are governed by

two sets of parameters that characterize the fiber strands and the
fiber composite, respectively. The former includes the diameter
and refractive index of the fibers, as well as the solid volume
fraction, thickness, and width of the fiber strand. The latter refers
to the number density and orientation distribution of the strands.
The strand parameters are needed for the determination of the
basic characteristics of the fiber strands, i.e., the effective propa-
gation constant K� /ki and scattering amplitudes �X�n

� ,Y�n
� �. These

characteristics are dictated by the dispersion relations and a set of
governing equations in Ref. �33�, which must be evaluated for the
entire range of polar and azimuth angles of incidence �	i ,�i� for
both the TM and TE modes. They are then applied to calculate the
radiative properties of the strand. The fiber composite parameters,
on the other hand, are utilized in conjunction with the single
strand properties to calculate the radiative properties of the fiber
composite. This process needs to be performed for each wave-
length of interest.

The purpose of the numerical analyses is to demonstrate the
application of the QDA model to calculate the radiative properties
of fiber composites. The following fiber strand parameters are
assumed: refractive index m̃=1.45− i0.1, fiber size parameter �
=1, identical fiber strands with size parameter �D=200, and solid
volume fraction is 40%. Wood’s radial distribution function for an
isothermal-isobaric ensemble at the reduced pressure of 1.25 is
used for the 40% volume fraction �34�. These size parameters give
D /r=400, which encompasses a wide range of fiber and strand
sizes. For example, the ratio corresponds to 2-mm thick fiber
strands and 10 �m diameter fibers, or 1-mm thick strand and
5 �m diameter fiber, and so on. For the purpose of illustration,
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we consider two types of 2D fiber composites, i.e., fiber strands
oriented parallel to the boundaries to explore the effect of weave
pattern. The weave patterns are designated by 90/90 and 0/60/120,
where the numeric values denote the azimuth angles of the L axes
of the strands measured from the X-axis. The number of strands is
evenly distributed in each direction. The designation 90/90 de-
notes that all fiber strands are aligned at 90 deg from the X-axis,
i.e., parallel to the Y-axis, and 0/60/120 indicates that 1/3 each of
the total number of strands is aligned at 0 deg, 60 deg, and 120
deg from the X-axis. The thickness direction �D-axis� is parallel to
the Z-axis. The extinction and scattering characteristics are shown
successively for a single fiber, fiber strand, and fiber composite to
illustrate the effect of the constituents on the properties of a fiber
composite.

Figure 4 shows the extinction and scattering efficiencies of a
single fiber, which vary only with the polar angle of incidence 	i
due to cylindrical symmetry. A fiber strand, on the other hand, is a
two-dimensional layer with a thickness and width. Its extinction
and scattering cross sections then vary with both the polar and
azimuth angles of incidence, as shown in Figs. 5�a� and 5�b�.
Normal incidence on a strand refers to the condition that both 	i
and �i are zero, whereas normal incidence on a fiber requires only
	i=0 and �i is arbitrary. The extinction cross section increases as
the incident direction approaches grazing angles, i.e., 	i ,�i
→90 deg, due to longer pathlength and thus greater attenuation.
The longer pathlength also reduces the forward scattering compo-
nent, thus causing the scattering cross section to decrease. The
radiative properties of a fiber strand provide the basis for calcu-
lating the radiative properties of fiber composites, which are given
in Figs. 6 and 7.

As a fiber composite contains multidirectional fiber strands, its
radiative properties are strongly influenced by the geometric con-
figuration of the fiber strands. This is illustrated by two examples
of 2D fiber composites. Figures 6�a� and 6�b� show the nondimen-
sional extinction and scattering coefficients for the unidirectional
composite 90/90. These radiative coefficients are independent of
the azimuth angle �i at normal incidence, i.e., �i=0. For a given
azimuth angle the extinction coefficient increases as the polar
angle �i approaches grazing incidence due to longer pathlength.
The scattering coefficient, on the other hand, decreases due to
reduction in the forward scattering cross section. Note that at the
azimuth angle �i=0, the incident direction lies in the plane per-
pendicular to the L-axis of the fiber strands. This is evident from
the local maxima that coincide with the direction of the L-axis.
When the incident direction is confined to this plane, the angle of

incidence on the fiber layer varies from grazing to normal inci-
dence with respect to the layer, while it remains at normal inci-
dence on the fibers.

The effect of multiple weave directions is illustrated by a tri-ply
composite designated as 0/60/120. The nondimensional extinction
and scattering coefficients for this type of composite are shown in
Figs. 7�a� and 7�b�. Because the strands are oriented parallel to the
boundaries, the effect of strand orientation becomes more pro-
nounced only toward grazing incidence. The effect of additional
strand direction is evident in the maxima in the extinction and
scattering coefficients that occur at the azimuth directions of 30
deg, 90 deg, and 150 deg. These maxima arise from the fiber
strands aligned at 120 deg, 0 deg, and 60 deg, respectively, due to
perpendicular incidence. For example, radiation propagating in
the azimuth direction of 30 deg lies in the plane perpendicular to
the longitudinal axis of the fiber strands aligned at 120 deg, thus
giving rise to maxima at this azimuth angle.

Although numerical results have been shown for only one set of
fiber parameters, they served the purpose of illustrating the pro-
gression of scattering properties from a single fiber to composites
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that contain dense fiber strands in multiple directions. The scatter-
ing properties of a single fiber are a function only of the angle that
the incident radiation makes with the fiber axis due to cylindrical
symmetrical. Because a fiber strand is a two-dimensional layer
containing numerous closely spaced fibers, the absence of cylin-
drical symmetry causes its scattering properties to vary with both
the polar and azimuth angles of incidence. As a fiber composite
contains spatially oriented fiber strands dictated by its design, the
angular variation in its radiative properties is then strongly influ-
enced by the orientation of the fiber strands. The present QDA
model provides the theoretical basis for predicting the radiative
properties of fiber composites utilizing only fundamental design
parameters.

4 Conclusion
Radiative analysis of high density fiber composites is a very

complicated problem due to the complex internal architecture of
the materials. These composites consist of spatially oriented, in-
terweaving fiber strands that contain densely packed fibers in the
Mie scattering regime. The fiber strand is modeled as a dense
layer of infinite cylinders, for which a rigorous solution of Max-
well’s equation is available �33�. The scattering solution captures

the unique characteristics due to dependent scattering, which in-
clude the change in the effective refractive index with solid vol-
ume fraction, refraction of waves inside the fiber strand, coherent
reflection and transmission, shifting of the forward peak of the
scattered radiation, and so on. The interaction between fiber
strands is shown to be uncorrelated based on theoretical consider-
ation. Consequently, the radiative properties of a fiber composite
are formulated as the sum of the scattering properties of all the
strands accounting for their orientation. This theoretical model is
designated as the QDA, as it incorporates both the dependent and
uncorrelated scattering formalisms of the spatially oriented fiber
strands. The model does not place any restriction on the size and
refractive index of the fibers, or on the solid volume fraction and
spatial orientation of the fiber strands. The application of the QDA
model was demonstrated by numerical results on two types of 2D
fiber composites.

Nomenclature
Ce ,Cs � extinction and scattering cross sections

D � thickness of a fiber strand
fv � solid volume fraction of a fiber strand
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Fig. 6 „a… Extinction coefficient of a fiber composite contain-
ing unidirectional fiber strands and „b… scattering coefficient of
a fiber composite containing unidirectional fiber strands
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fiber composite containing 0/60/120 fiber strands
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Fv � solid volume fraction of a fiber composite
Fva � apparent solid volume fraction of a fiber

composite
Hn � Hankel function of the second kind
Jn � integer order Bessel function
ki � propagation constant of the medium containing

the fibers
K� � effective propagation constant
�i � ki cos 	i
L � length of a fiber strand

L� � K� cos 	�

nc � areal number density of a fiber composite
np � areal number density of fiber strands oriented

in Ωp
p� � scattering phase function of a fiber strand
P� � scattering phase function of a fiber composite

Q̂e , Q̂s � extinction and scattering efficiency
r � fiber radius
R � radial distance
W � width of a fiber strand
xp � fraction of fiber strands oriented in Ωp

Greek Symbols
� � fiber size parameter, kir

�D � fiber strand thickness parameter, kiD /2
� � Kronecker delta function
	 � polar angle with respect to a fiber strand

 � azimuth scattering angle relative to a fiber

strand
� � included angle between the incident and scat-

tered directions
� � azimuth angle with respect to a fiber strand
� � radiation coefficient
� � azimuth angle with respect to a fiber composite
Ω � coordinate triad prescribing the orientation of a

fiber strand
� � polar angle with respect to a fiber composite

� � Hertz potential

Subscripts
� � mode of radiation, I=TM and II=TE
D � thickness direction of a fiber strand
e � extinction
i � incident

L � longitudinal direction of a fiber strand
p � strand p
s � scattering

W � width direction of a fiber strand
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Experimental and Computational
Characterization of High Heat
Fluxes During Transient
Blackbody Calibrations
High heat fluxes are encountered in numerous applications, such as on the surfaces of
hypersonic vehicles in flight, in fires, and within engines. The calibration of heat flux
gauges may be performed in a dual cavity cylindrical blackbody. Insertion of instruments
into the cavity disturbs the thermal equilibrium resulting in a transient calibration envi-
ronment. To characterize the transient heat fluxes, experiments were performed on a dual
cavity cylindrical blackbody at nominal temperatures varying from 800°C to 1900°C in
increments of 100°C. The pre-insertion, steady state, axial temperature profile is com-
pared experimentally and numerically. Detailed transient thermal models have been de-
veloped to simulate the heat flux calibration process at two extreme fluxes: the high flux
is 1 MW /m2 and the relatively low is 70 kW /m2. Based on experiments and numerical
analysis, the optimum heat flux sensor insertion location as measured from the center
partition was determined. The effect of convection (natural and forced) in the blackbody
cavity during the insertion is calculated and found to be less than 2% at high tempera-
tures but reaches much higher values at relatively lower temperatures. The transient
models show the effect of inserting a heat flux gauge at room temperature on the thermal
equilibrium of the blackbody at 1800°C and 800°C nominal temperatures. Also, heat
flux sensor outputs are derived from computed sensor temperature distributions and
compared with experimental results. The numerical heat flux agreed with the experimen-
tal results to within 5%, which indicates that the numerical models captured the transient
thermal physics during the calibration. Based on numerical models and all experimental
runs the heat transfer mechanisms are explained. �DOI: 10.1115/1.4000187�

Keywords: cylindrical blackbody calibration, blackbody calibration furnace, transient
blackbody calibration, blackbody cavity, heat flux calibration, heat flux measurement,
temperature measurement, temperature calibration, numerical or computational
calibration, experimental calibration

1 Introduction

High heat fluxes are generated on the surfaces of hypersonic
vehicles in flight and on the surfaces of space vehicles during
reentry. Other applications in which high heat fluxes are generated
are reciprocating engines, gas turbine engines, scramjet engines,
and fires. It is important to determine what these heat fluxes are in
order to properly design hardware to survive high heat flux envi-
ronments. Heat flux gauges can be used to measure heat fluxes but
these gauges need to be properly calibrated before they are put
into service. Additionally, the furnace used to calibrate heat flux
gauges must be characterized in order to determine its effect on
the accuracy of the calibration.

The calibration system considered in this study consists of a
cylindrical dual cavity blackbody for calibrating a reference heat
flux gauge. The blackbody temperature at the center of the middle
partition is measured with an optical pyrometer facing one cavity.
The National Institute of Standards and Technology �NIST� per-
forms calibrations by locating the heat flux gauges outside the
opposite cavity of the blackbody at a distance ��1.25 cm�, which
avoids creating any disturbances to the thermal equilibrium of the
blackbody. Calibrating by locating the heat flux gauge outside the

blackbody can reach heat fluxes up to 50 kW /m2 as reported by
Holmberg and co-workers �1,2�, Grosshandler and Blackburn �3�,
Murthy and co-workers �4–9�, and Tsai et al. �10�. These heat
fluxes are below the heat fluxes that can be generated in hyper-
sonic flight; the latter can be in excess of 1 MW /m2.

The heat flux gauge can be inserted into the blackbody cavity
for a few seconds to achieve higher heat fluxes. The process of
inserting the heat flux gauge, or any other measuring device, af-
fects the internal thermal equilibrium of the blackbody creating
transient conditions. In the last 10 years, research has begun to
quantify the uncertainties associated with the blackbody calibra-
tion system. Abdelmessih �11� experimentally studied the effects
due to the various boundary conditions such as conduction, radia-
tion, convection, and the effect of axial temperature gradients on
the blackbody cavity. Then Horn and Abdelmessih �12� performed
experimental and numerical characterization of the blackbody
cavity under steady state conditions followed by the effect of tran-
sient conditions on the blackbody �13�. Abdelmessih and Horn
�14� then studied the effects of the transient insertion on the heat
flux gauge, which ultimately affects the blackbody cavity; they
reported heat fluxes of approximately 200 kW /m2. Recently,
Murthy et al. �15� experimentally inserted heat flux gauges into
the blackbody cavity and used Monte Carlo simulations; they re-
ported heat fluxes up to 500 kW /m2.

This research addresses the optimum heat flux position inside
the blackbody cavity based on experimental values between
blackbody nominal temperatures of 800°C to 1900°C in incre-
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ments of 100°C. The steady state axial temperature profile for
insulated and uninsulated is shown experimentally and compared
with numerical models. Two extreme heat fluxes of 70 kW /m2

and 1 MW /m2 at nominal temperatures of 800°C and 1800°C,
respectively, were analyzed. Heat fluxes and temperatures were
derived from the numerical models and compared with the experi-
mental data resulting in better characterization of the calibration
process.

2 Experimental Setup
The calibration system consists of a 28.9 cm cylindrical graph-

ite blackbody. The blackbody is dual cavity with an inside diam-
eter of 2.57 cm and a 5.4 mm thick partition at the middle. At the
top center of the graphite tube is an oval slot 9.4 mm long and 3.1
mm wide, which serves as a bleed port for argon purge gas during
pretest purging of the blackbody cavities. The graphite tube is
held in place at each end by a graphite bushing assembly installed
in a copper ring. The copper rings are cooled with water and have
ports for introduction of argon gas. A quartz tube, which serves as
a containment barrier for the argon purge gas, is held between the
copper rings. The space between the outer surface of the black-
body and the quartz tube is insulated with graphite felt and foil
when temperatures at 1100°C or above are desired �insulated con-
figuration�. The space is left uninsulated when the temperature
does not exceed 1100°C �uninsulated configuration� as recom-
mended by the manufacturer �16�. An aluminum water-cooled re-
flector surrounds the quartz cylinder. Unheated graphite extension
tubes, 15.2 cm long, are installed at both ends of the blackbody.
Argon gas is used to purge the interior and exterior of the graphite
tube to minimize or avoid oxidation of the graphite. Creeping
laminar flow of argon gas exiting the extension tubes prevents air
from diffusing into the heated graphite tube. A schematic of the
blackbody assembly calibration system is shown in Fig. 1.

The copper rings are placed atop two electrodes, which are
connected to a power supply. The furnace temperature is closed
loop controlled via computer. An optical pyrometer views the cen-
ter of the midpartition from one end of the blackbody and pro-
vides temperature feedback to the control system. The thermal
control system maintains the indicated temperature within
�0.5°C of the desired steady state set point from 800°C to
2200°C, by passing regulated electric current from the power
supply through the blackbody assembly.

The electrical current passing through the blackbody assembly
was measured using a current transformer. The output from the
current transformer was connected to a current transducer, which
converted the reduced current to a dc voltage. This dc voltage was
then acquired by the data acquisition system and converted into
the value of the blackbody assembly current. The measurement
uncertainty of the current transformer and transducer combination
was �13 A ��1.3% and 3.3% of the maximum and minimum
measured current, respectively� and the response time was 0.1 s.

Optical pyrometers were utilized during the experimental char-
acterization of the blackbody cavity. A control pyrometer and a
reference pyrometer measured blackbody temperature. These py-
rometers are identical radiation pyrometers for measuring tem-
peratures between 800°C and 3100°C. Their measurement spot
covers approximately one-fourth of the diameter of the blackbody
partition. The temperature measurements of the center partition
with the reference pyrometer will be referred to as the nominal
blackbody temperature throughout this paper.

Once the blackbody temperature was stabilized at the desired
temperature according to the control pyrometer, the blackbody
temperature was checked with the calibrated reference pyrometer.
These temperatures were measured on opposite sides of the center
partition and were within the uncertainty of the reference pyrom-
eter calibration of �0.4°C. The reference pyrometer was then
moved away from the blackbody axis in order to provide a clear
view for the infrared pyrometer and the emissivity measurement
was taken.

Axial surface temperature profiles of the blackbody cavity were
obtained using an optical fiber thermometer �OFT� �17�. The OFT
system includes a sapphire lightpipe with a 90 deg bend at the tip,
which is exposed to the heated region. The lightpipe is inserted
into the blackbody cavity. The light is transmitted from the light-
pipe to a receiving unit through a fiber optic cable. The receiving
unit senses the incoming infrared energy and converts that energy
into a dc voltage proportional to temperature, which is routed to a
data acquisition system. The OFT system is capable of measuring
temperatures from 400°C to 1900°C with a resolution of 0.4°C.
The response time of the OFT system is 0.04 s. The OFT mount
was locally designed and built to include the capability to rotate
the sensor to measure the axial temperature distribution at various
locations around the interior circumference of the blackbody cav-
ity at angle increments of 45 deg.

A Gardon heat flux gauge was used to measure heat fluxes. The
sensor is a circular foil of constantan connected at the outer edge
to a copper cylinder. The heat flux gauge is 12.7 mm in diameter
and is situated at the end of a water-cooled probe. The heat flux
incident on the sensor surface flows radially from the center of the
foil to the copper. The manufacturer’s calibration was used to
convert the heat flux gauge output to engineering units. A generic
sketch of a Gardon type heat flux gauge is included in Fig. 1.

The OFT and the heat flux gauge were mounted on a slide track
and crossbar assembly. The position of the heat flux gauge and
optical fiber thermometer sensing tips were measured using a de-
flection measurement potentiometer. The range of the device was
0–1080 mm with an accuracy of �1.6 mm. The measurement
system was calibrated such that 0 mm was indicated when the
surface of the measuring instrument was in contact with the center
partition of the blackbody. The locations were nominally 4 mm,
15 mm, 40.6 mm, 66 mm, 91 mm, 117 mm, 129 mm, 136 mm,
and 142 mm from the center partition.

Fig. 1 Schematic of blackbody calibration system with location of instruments

023304-2 / Vol. 132, FEBRUARY 2010 Transactions of the ASME

Downloaded 05 Dec 2010 to 193.140.21.150. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



The OFT or the heat flux gauge was then plunged ��1 s of
motion� into the blackbody while its tip location and temperature
or heat flux measurement were recorded by the data acquisition
system. The slide track on which the heat flux gauge was mounted
was pushed against a stop for the full insertion at 4 mm; this axial
position was repeated within the measurement uncertainty stated
above. The sensor was left at maximum depth of approximately 4
mm for approximately 3–6 s �until the sensor stabilized� and then
removed from the blackbody. Similarly, measurements were re-
corded for the remainder of the repose axial locations indicated
above.

Experiments were performed in the range of 800–1100°C for
the uninsulated cylindrical blackbody and from 1100°C to
1900°C for the insulated cylindrical blackbody, in increments of
100°C.

After all experiments were performed, we used a type K ther-
mocouple to measure the temperature of the argon gas that was
exiting the extension. Also, the core temperatures at the center
axis of the cavity were measured at the same repose locations
mentioned above. A more detailed explanation of the experimental
setup is found in Refs. �12–14�.

3 Thermal Modeling
Numerical steady and transient thermal analysis models of the

insulated �1000 kW /m2� and uninsulated �70 kW /m2� black-
body configurations were developed to aid in understanding the
relevant heat transfer mechanisms occurring during the calibration
process. The steady state models of the blackbody developed at
the required nominal temperatures �800°C and 1800°C� formed
the basis of the transient models.

Computational models of the blackbody assembly with and
without the heat flux gauge were represented as thin slices of an
axisymmetric geometry, which presents the cylindrical shapes on
rotation about the axis. The blackbody assembly includes the
graphite tube, end cap bushings, and extensions. Commercially
available thermal analysis software �18� was used. Figure 2 shows
half of the model during transient calibration, with the heat flux
gauge inserted.

The node spacing in the blackbody wall was nominally 2 mm
axial by 1 mm radial. The spacing was reduced to 1 mm axial at
the connection to the bushing. The radial spacing was varied in
the tapered region of the blackbody to maintain four nodes in the
radial direction. Node spacing was 2 mm�2 mm in the center
partition. The bushings, where higher thermal gradients were ex-
pected, were meshed with a nominal 1 mm�1 mm node spacing.
Variable node spacing was used in the mesh of the end extensions.
This mesh was approximately 1 mm�1 mm near the bushings
and expanded to 9 mm�9 mm as distance from the bushings
increased. The copper body of the heat flux gauge was meshed
with 0.9 mm quad elements, while the sensing constantan foil was
meshed with 0.01 mm quad elements.

The thermal solver computed the volumetric heat generation in
the blackbody based on the experimentally measured current pass-
ing through the blackbody assembly, the local geometry of the
assembly, and the temperature dependant electrical resistivity.

Thermal contact resistance is a significant factor affecting the
conduction heat transfer at the material interfaces in both end
caps. These interfaces include blackbody-to-bushing, bushing-to-
copper-ring, and between bushing components. However, it is dif-
ficult to estimate the contact resistance with high reliability. Con-
sequently, isothermal fixed boundary temperatures �based on
experimental results� were forced on the points of contact between
the water-cooled copper end caps and bushings for the steady state
and transient models and the radiation exchange gaps were used
between the bushings and blackbody. The main internal boundary
condition in the blackbody cavities was radiation exchange be-
tween the surfaces.

The water-cooled copper ring at each end cap and the water-
cooled aluminum reflector were represented as surfaces at fixed
temperatures for the uninsulated model �low heat flux�. These sur-
faces were modeled as isothermal at the nominal experimental
cooling water temperature of 38°C. A surface temperature as-
sumption for these surfaces was used in lieu of a more complex
analysis and unfeasible experimental measurements since high
precision simulation of these temperatures was not necessary. The
thermal analysis was correlated with measured temperatures of the
internal blackbody surface from both the light pipe �blackbody
side wall� and control pyrometer �center partition opposite the
heat flux gauge.�

The copper caps and aluminum reflector were included as con-
stant temperature �38°C� boundaries in the model to properly
define the radiant heat exchange between these surfaces and the
external surface of the uninsulated graphite tube. Rings and reflec-
tor emissivities of 0.278 were used �12–14�. The heat transfer on
the exterior of the uninsulated blackbody is dominated by the
emissive power of the blackbody outer surface �7.5 W /cm2 at
800°C and 105 W /cm2 at 1800°C� and not by the emissive
power of the reflector or copper ring �0.05 W /cm2 at 38°C, 0.7%
of the 800°C outer blackbody surface emissive power.� The re-
flector and copper ring emissive powers at a hypothetical 100°C
are only 1.5% of the 800°C blackbody emissive power. The rela-
tively high reflectivity of the end caps and reflector also contribute
to the blackbody temperature being the dominant heat transfer
driver. The effect of reflector and copper ring temperature varia-
tion has therefore been neglected since such variations are ex-
pected to result �1% or less change in the exterior blackbody
heat transfer.

Graphite felt surrounds the blackbody tube in the insulated con-
figuration �high heat flux�. The effect of the insulation was mod-
eled as an adiabatic boundary condition on the exterior graphite
tube wall. Some of the electric current passing through the black-
body assembly passed through the graphite felt and foil insulation
instead of the graphite tube in the insulated configuration. Horn
and Abdelmessih �12� indicated that 49.3% of the total measured
current passed through the insulated portion of the blackbody for
the nominal blackbody temperature of 1100°C steady state case.
In this research for the 1800°C case, 47.8% of the current passed
through the blackbody.

The quartz tube, being essentially transparent to infrared radia-
tion, was assumed to have little effect on the radiant heat transfer
between the external surface of the graphite tube, the reflector, and

Fig. 2 Axisymmetric mesh of the left cavity of the blackbody assembly and heat flux gauge
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the copper end caps in the uninsulated configuration. Similarly,
the quartz was considered to have no effect on the heat transfer
from the graphite tube in the insulated configuration. Therefore,
the quartz tube was not included in either the insulated or uninsu-
lated models.

Natural convection boundary conditions were applied to the
external surfaces of the blackbody extensions at both ends of the
blackbody.

Internal and external boundary conditions are symmetrical
around the axis of the center partition for the steady state case.
The nodal temperatures of the steady state blackbody models were
used as the initial nodal temperatures for each of the transient
models. The geometry, material properties, and boundary condi-
tions from the steady state models �except internal blackbody ra-
diation and electrical current� were used in the transient models.
The transient models include the inserted heat flux sensor in the
cavity and the experimental time varying electric current utilized
in the heat generation calculation.

For the transient models, the internal boundary conditions were
asymmetric about the partition due to the presence of the heat flux
gauge in one cavity. The heat flux gauge model was stationary in
the blackbody cavity resulting in an assumption that the tempera-
ture distribution in the blackbody did not change significantly dur-
ing the rapid insertion of the gauge while experimenting. The
model includes time varying current as measured during each heat
flux gauge plunge beginning with first motion of the heat flux
gauge. The copper surface of the heat flux gauge has an emissivity
of 0.15 while most of the disk face of the heat flux gauge is
painted with a flat black paint having an emissivity of 0.92. The
heat flux gauge was internally cooled with water. The initial tem-
perature of the heat flux gauge was chosen to be the temperature
of the water cooling the gauge. The inside cylindrical copper wall
and the toroid copper wall of the top of the heat flux gauge were
subjected to water cooling �convection�, while the inside surface
of the foil and copper perpendicular to it were kept as adiabatic
surfaces.

Detailed discussion of the material properties used in the analy-
sis is given by Horn and Abdelmessih �12�.

4 Results and Discussion
Blackbody calibrations were performed at nominal tempera-

tures from 800°C to 1900°C in increments of 100°C. When the
blackbody is subjected to 1100°C or higher it must be insulated;
at lower temperatures the blackbody is not insulated.

4.1 Axial Temperature Profile Inside the Blackbody. For
all runs, we observed that from the center partition to the end of
the blackbody cavity �14.18 cm� and including the coupling to the
electrodes �total 17.0 cm from the partition�, a curved axial tem-
perature profile exists followed by a linear temperature profile as
shown for two extreme cases in Figs. 3 and 4 for the insulated at
a nominal temperature of 1800°C and the uninsulated at a nomi-
nal temperature of 800°C, respectively. The axial temperature
profiles, from the center partition to the end of the connection of
the electrodes, are consistent with temperature profiles observed
for heat generation.

The temperature data taken between the electrodes to the end of
the extension �17.0–30.56 cm from the center partition� is unreli-
able due to the nature of the OFT instrument. It is likely that the
data taken in this region at 1800°C is significantly contaminated
by stray light entering at the bend in the lightpipe during the
inbound transit. The outbound transit has the added possibility of
measurement error due to internal radiation from the now-hot
lightpipe. Both of these effects are small in comparison to the
energy received by the instrument when viewing the hot black-
body interior but are noticeable when viewing the relatively cool
extensions. The data shown in Fig. 4 between �17.5 cm and 30.5
cm from the partition indicates that the actual hardware tempera-
tures were below the minimum detectable temperature capability
of the OFT instrument.

A close look at both Figs. 3 and 4 shows that the uninsulated
cavity had a flatter axial temperature profile when compared with
the insulated blackbody. The reason for the flatter profile for the
uninsulated configuration is that there are heat losses by radiation
from both sides of the blackbody cylinder, in contrast to the insu-
lated blackbody, which radiates to the interior cavities only. The
radiation exchange between the outside boundary �reflector and
copper ring close to room temperature�, with the outside surface
of the blackbody is proportional to the forth power of the outer
blackbody surface temperatures. These findings are consistent
with the experimental results of Horn and Abdelmessih �12� in
which the researchers compared experimentally and numerically
the difference between the temperature profiles for the insulated
and uninsulated configurations at a nominal blackbody tempera-
ture of 1100°C.

4.2 Location for Optimum Axial Insertion of the Heat
Flux Gauge. The heat flux gauge is inserted in the blackbody
cavity to a specific axial depth from the center partition, left in
location for a few seconds to stabilize the heat flux reading then
removed. Figure 5 is a typical run showing the insertion process

Fig. 3 Axial temperature distribution at a nominal temperature of 1800°C for an insulated
blackbody configuration
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for each location �starting with 142 mm from the center partition�
into which the heat flux gauge was inserted at a blackbody nomi-
nal temperature of 1800°C. When the heat flux gauge was in-
serted too close to the center partition, the radiation environment
changed due to the slot and lowered the heat flux incident on the
heat flux gauge face. Lower heat fluxes are observed during inser-
tion and higher fluxes when withdrawing the heat flux gauge, as
shown by the lines connecting the data points. The increase in
heat flux during withdrawal is likely due to the response time of
the heat flux gauge, deflection sensor, and data acquisition system
during the highly transient insertion and removal motions. The
total time to insert or remove the gauge from the blackbody was
on the order of one second. The thermal response of the heat flux
gauge during the transient insertion would tend to cause the indi-
cated heat flux to lag the actual level during insertion and to
indicate a high heat flux during removal. Therefore, no conclu-
sions regarding blackbody state should be gleaned from the tran-
sient insertion and removal data.

The optimum position for the 2.57 cm inside diameter cylindri-
cal blackbody was determined by examining all runs. We found
that the maximum heat fluxes begin anywhere from a dimension-
less distance �L /Di� of 0.4 from the center partition to 1.0 and
extend up to 2 for the uninsulated runs or slightly less than 1.6 for
the insulated runs. Figures 6 and 7 show the variation in the heat

flux with axial dimensionless distance from the center partition for
the insulated �nominal temperatures 1100–1900°C� and uninsu-
lated �nominal temperatures 800–1100°C� configurations, respec-
tively. Consequently, the optimum insertion depth of approxi-
mately one �1/2 to 1 1

2 � dimensionless diameter from the center
partition should give the optimum results. All points were taken
from experimental pseudosteady state data points, i.e., the heat
flux gauge was left in position for a few seconds to reach equilib-
rium, except for the one dimensionless distance. The one dimen-
sionless distance heat flux was estimated from the experimental
data by interpolating between the closest two points. The scatter in
the data is within the accuracy of the deflection measurement
potentiometer �1.6 mm�. Murthy et al. �10� using Monte Carlo
simulations found that the optimum location for the measuring
instrument is approximately one cavity radius from the partition
of the cavity for a 2.57 cm cylindrical blackbody cavity, which
confirms our experimental findings.

4.3 Effect of Convection in the Blackbody Cavity. The ef-
fect of natural convection between the heat flux gauge and the
cavity environment of the blackbody was hand calculated for the
blackbody at 1800°C nominal temperature. We assumed that the
heat flux gauge front surface was a vertical plate at room tempera-
ture �30°C�, and the argon gas in the cavity was at a temperature

Fig. 4 Axial temperature distribution at a nominal temperature of 800°C for an uninsulated
blackbody configuration

Fig. 5 Axial heat flux measurements during insertion in the blackbody at 1800°C nominal
temperature
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of 1800°C �a bounding assumption�. The properties of argon gas
were extrapolated from Bolz and Tuve �19�. The natural convec-
tion from a vertical surface for this extreme condition was calcu-
lated to be less than 17 kW /m2, which is less than 2% of the total
heat flux. A forced convection estimate was also attempted, base
on the Reynolds number on relative speed of motion of the heat
flux gauge, using average temperature for properties; that value
was also less than 2%. The Abdelmessih–Bell �20� correlation for
mixed convection was applied, and that too gave less than 2% for
the mixed convection. When hand calculations were repeated for
the lower end of the experiments at nominal blackbody tempera-
ture of 800°C and gauge sensing surface at 30°C, the possible
heat transfer due to natural convection was less than 11%. The
physical properties of argon gas were interpolated between two
points 500°C apart. Thus, the decrease in density in that range
was 33% and the increase in viscosity was 61%. These crude

estimations emphasize that the value of the absolute convection at
the higher temperature is higher than that at the lower tempera-
ture, although the percentage is lower.

4.4 Steady State Numerical Models. We chose the extremes
of the experimental range �blackbody nominal temperatures of
800°C and 1800°C� to show the effects of inserting the heat flux
gauge on the equilibrium of both the blackbody and the gauge.
The details of the numerical models are given in Sec. 3.

Comparisons between the axial experimental temperatures mea-
sured by the OFT and the numerical analysis are shown in Figs. 8
and 9 for the uninsulated �800°C� and insulated �1800°C� steady
state blackbody configurations, respectively. The numerical mod-
els capture the trends, although between 7 cm and 12 cm from the
partition, the models deviate from the measured local blackbody
temperature as seen in Figs. 8 and 9, respectively. Similar trends

Fig. 6 Variation in heat flux with axial distance inside the insulated blackbody cavity for
temperatures varying between 1100°C to 1900°C

Fig. 7 Variation in heat flux with axial distance inside the uninsulated blackbody cavity for
temperatures varying between 800°C to 1100°C
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with lesser magnitude were observed for the numerical analysis
performed at 1100°C for both uninsulated and insulated configu-
rations by Horn and Abdelmessih �12�. Consequently, it is be-
lieved that blackbody models at nominal temperatures above
800°C and below 1800°C will have smaller deviations between 8
cm and 12 cm than those shown in Figs. 8 and 9. It is important to
note that these differences are in a region with negligible impact
on the calculation of incident heat flux at the heat flux gauge face.
The numerical results represent good agreement for models that
were unchanged from analyses at other temperatures except for
electrical current passing through the blackbody and the electrode
temperature boundary conditions.

4.5 Effect of Insertion of Instruments in the Blackbody
Cavity on Equilibrium. Room temperature instruments, when
inserted into the hot blackbody cavity, disturb the thermal equilib-
rium. The cooler instrument starts heating while cooling the sur-
rounding cavity. The heat exchange takes place for the most part
by radiation �convection has been shown to be relatively small�.
As the instrument approaches the center partition, the surface of
the partition cools due to radiation and convection, then conduc-
tion through the partition cools the opposite surface of the cavity.
As the partition cools, the control pyrometer on the other side of

the partition senses the decrease in temperature. Immediately, the
control pyrometer sends a signal to the power controller to in-
crease the power causing fluctuations until equilibrium is restored.
These power variations have been recorded over the temperature
range of all experiments. Figure 10 shows the time histories of
blackbody current indicating changes in power commanded by the
temperature control system and measured heat flux during a heat
flux gauge insertion at a blackbody nominal temperature of
1800°C. Shortly after the power increases, the temperature in the
blackbody increases as shown by the increase in the temperature
recorded by the control pyrometer in Fig. 11. Note that the total
temperature drop recorded by the control pyrometer was only
�4°C but the current passing through the blackbody nearly
doubled. This phenomena was first reported by Abdelmessih �11�.
Later, Abdelmessih and Horn �13,14� used this phenomenon and
actual experimental current variations in the development of their
transient thermal numerical models at set temperatures of
1100°C. Also, Murthy et al. �15� reported variations in the black-
body cavity partition temperature when heat flux gauges were
placed at various locations inside the opposite cavity of a black-
body at a nominal temperature of 1100°C.

Fig. 8 Comparison of experimental numerical temperatures for the blackbody cavities at
nominal 800°C steady state

Fig. 9 Comparison of experimental numerical temperatures for the blackbody cavities at
nominal 1800°C steady state
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4.6 Effect of Insertion of the Heat Flux Gauge on the
Blackbody. The numerical models represent the transient inser-
tion of the heat flux gauge into the blackbody cavity to a distance
of 1.44 cm �0.56 dimensionless distance� from the center partition.
This is the least axial distance from the center to give the maxi-
mum heat flux but not be affected by the slot. The models clarified
the mechanisms involved in the transient calibration as explained
in the rest of this section and Secs. 4.7 and 4.8.

4.6.1 Effect of Insertion of the Heat Flux Gauge on the Cylin-
drical Cavities. The models quantify the decrease in the black-
body axial temperature with time during the first 3 s after insertion
due to the presence of the cooled heat flux gauge as shown in
Figs. 12 and 13 for 800°C �uninsulated� and 1800°C �insulated�
configurations, respectively. The effect of insertion of the heat flux
gauge was less drastic in the opposite cavity for both blackbody
models at 800°C �uninsulated� and 1800°C as shown in Figs. 14
and 15, respectively, because the effect was through the partition

and not direct. The most noticeable transient effect due to direct
insertion is at the highest blackbody temperature as shown in Fig.
13.

4.6.2 Effect of Insertion of the Heat Flux Gauge on the Black-
body Center Partition. At steady state when the blackbody model
is at a nominal temperature of 1800°C, the center of the partition
at both left and right cavities is 1801°C, as seen in Figs. 16 and
17, respectively. When the heat flux gauge is inserted in the left
cavity of the blackbody, the temperature of the center of the par-
tition �as calculated in the numerical models� decreases to
1787°C after 1 s. Then by conduction through the partition, the
center of the opposite �right� partition decreases to 1798°C. Simi-
larly, after 3 s the temperature at the center of the left partition
drops to 1779 compared with 1791°C at the opposite side �right�
indicating that the opposite �right� partition is not as drastically
affected as the partition �left� facing the heat flux gauge. Similarly,
for a blackbody model at a nominal temperature of 800°C, the

Fig. 10 Effect of inserting the heat flux gauge in one side of the cavity on the power input
for a blackbody at a nominal 1800°C

Fig. 11 Effect of inserting the heat flux gauge in one cavity on the control pyrometer in the
other cavity
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Fig. 12 Transient axial blackbody temperatures, due to insertion of the heat flux gauge in
the same cavity „left… at 800°C

Fig. 13 Transient axial blackbody temperatures, due to insertion of the heat flux gauge in
the same cavity „left… at 1800°C

Fig. 14 Transient axial temperatures due to insertion of a heat flux gauge in the opposite
cavity of a blackbody at 800°C
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Fig. 15 Transient axial temperatures due to insertion of a heat flux gauge in the opposite
cavity of a blackbody at 1800°C

Fig. 16 Effect of inserting the heat flux gauge on the partition at 1800°C
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Fig. 17 Effect of inserting the heat flux gauge on the partition facing the opposite cavity at
1800°C
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same effects of decreased temperature at the center of the left
partition, followed by conduction through the partition and less
decrease in temperature at the opposite �right� side of the parti-
tion. The blackbody temperature control pyrometer senses the
temperature drop and commands additional power in order to re-
cover the blackbody to the set control temperature.

4.7 Effect of Inserting the Heat Flux Gauge in the Black-
body on the Sensing Surface of the Gauge. The transient nu-
merical models accounted for the insertion of the water-cooled
heat flux gauge into the high temperature blackbody cavity. The
initial temperature of the heat flux gauge was approximately room
temperature. After the first second, the temperatures almost stabi-
lized. The center of the constantan foil experiences the highest
temperature up to 450°C for the blackbody at a nominal tempera-
ture of 1800°C as shown in Fig. 18. The temperature increase in
the constantan foil is very sharp, followed by a very small linear
increase in temperature in the copper. The sharp increase in the
constantan temperature compared with the relatively small change
in the copper is due to the small thermal mass, relatively low
thermal conductivity, and limited heat conduction path of the thin

foil constantan compared with that of relatively thick, conductive,
water-cooled copper. The combination of geometry and thermal
properties in the constantan limit the heat conducted out of the foil
and result in the large temperature gradient across the foil radius.
Similar profile trends were observed for the 800°C model, al-
though the highest temperature reached at the center of the foil
was 73.5°C �Fig. 19�. The computed copper gauge body surface
temperatures in Figs. 18 and 19 are reasonable given measured
temperatures taken on the inside copper wall close to the foil were
76°C for the gauge inserted into the 1800°C blackbody and
40°C for the 800°C insertion, respectively.

The heat flux gauge face temperatures shown in Fig. 18 were
utilized to calculate an estimate for the electrical output of the
heat flux gauge. This calculation estimated the gauge output to be
�9.9 mV. The actual output of the gauge during insertion was
approximately 6 mV. This appears to be a large discrepancy; how-
ever, the wire welded to the center of the heat flux gauge foil was
omitted from the analysis. This small wire will reduce the foil
center temperature by some amount and thereby decrease the volt-
age generated by the gauge. This simplification of the model along

Fig. 18 Effect of inserting the heat flux gauge in the blackbody cavity on the sensing
surface of the gauge at 1800°C

Fig. 19 Effect of inserting the heat flux gauge in the blackbody cavity on the sensing
surface of the gauge at 800°C
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with material and manufacturing tolerance variations that affect
the gauge output could account for this rather large discrepancy.

4.8 Error Analysis. An estimate of the incident heat flux at
the sensing surface of the gauge was generated by applying a
correlation for a disk in a cylinder, as reported by Leuenberger
and Person �21�, to the numerical results of the models. Table 1
shows comparisons between the measured heat flux using the heat
flux gauge manufacturers calibration, the heat flux computed from
the numerical model, the irradiance heat flux computed using the
nominal blackbody temperature assuming the cavity emissivity of
1.0 and the irradiance heat flux computed using measured tem-
perature assuming the cavity emissivity of 1.0 as recommended by
the furnace manufacturer. The results, shown in Table 1, indicate
that the detailed transient thermal model captures the trends of the
experimental data and agree with the heat flux indicated by the
gauge within less than 5%, as seen in Table 2, for the uninsulated
configuration and less than 2% for the insulated model. These
errors are attributed to neglecting the effects of convection inside
the blackbody for all configurations and between the blackbody,
aluminum reflector, and copper rings for the uninsulated configu-
ration. All models accounted for convection from the blackbody
extensions. The highest error is at the lowest blackbody nominal
temperature �800°C�, where convection effects are prominent. At
a blackbody nominal temperature of 1100°C, Abdelmessih and
Horn �14� reported an error of less than 2%; they also neglected
the effects of convection.

5 Conclusion
The insertion of room temperature instruments in the high tem-

perature blackbody cavity disturbs the thermal equilibrium. One
would expect this disturbance to cause calibration errors. The re-
sults are based on experiments and computations at 800°C and
1800°C. The error in incident heat flux between numerical com-
putations neglecting convection and experimental measurements
was less than 5%. This error is for the most part due to the effects
of convection inside the blackbody. The main heat transfer mode
from the blackbody is radiation due to the blackbody’s high tem-
peratures during calibration.

The optimum location for the heat flux gauge is approximately
equal to one inside diameter �1/2 to 1 1

2 � from the end of the center
partition, for the 2.57 cm blackbody and 1.27 cm diameter heat
flux gauge. This location is valid for both insulated and uninsu-
lated configurations, although the uninsulated configuration is
more forgiving �up to 2� due to the more uniform axial blackbody
temperature profile.

This study shows that the errors associated with the insertion of
a heat flux gauge are relatively small. Natural convection tends to
increase the net heat flux at the gauge face and increases the
gauge’s output compared with the numerical models but becomes
less of an effect as heat flux �and blackbody temperature� are
increased. Inserting a water-cooled heat flux gauge into a cylin-
drical blackbody cavity appears to be a viable method for increas-
ing the heat flux available for heat flux gauge calibrations derived
from temperature measurements.
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Nomenclature
D � diameter, cm
L � axial length starting from the end of the center

partition, cm
q� � heat flux, kW /m2

T � temperature, °C, and K for radiation

Greek Symbols
� � Stephan Boltzman constant
� � percent emissivity

Subscripts
i � inside

max � maximum at any point
maxss � maximum after steady state is attained
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Department of Mechanical Engineering,

University of Minnesota,
Minneapolis, MN 55455

Peter Wyss
Department of Electronics/Metrology,

EMPA Material Science and Technology,
Überlandstrasse 129,

8600 Dübendorf, Switzerland

Aldo Steinfeld1

Department of Mechanical and Process
Engineering,
ETH Zurich,

8092 Zurich, Switzerland;
and

Solar Technology Laboratory,
Paul Scherrer Institute,

5232 Villigen, Switzerland
e-mail: aldo.steinfeld@ethz.ch

Tomography-Based Heat and
Mass Transfer Characterization of
Reticulate Porous Ceramics for
High-Temperature Processing
Reticulate porous ceramics employed in high-temperature processes are characterized
for heat and mass transfer. The exact 3D digital geometry of their complex porous
structure is obtained by computer tomography and used in direct pore-level simulations
to numerically calculate their effective transport properties. Two-point correlation func-
tions and mathematical morphology operations are applied for the geometrical charac-
terization that includes the determination of porosity, specific surface area, representative
elementary volume edge size, and mean pore size. Finite volume techniques are applied
for conductive/convective heat transfer and flow characterization, which includes the
determination of the thermal conductivity, interfacial heat transfer coefficient, permeabil-
ity, Dupuit–Forchheimer coefficient, residence time, tortuosity, and diffusion tensor.
Collision-based Monte Carlo method is applied for the radiative heat transfer charac-
terization, which includes the determination of the extinction coefficient and scattering
phase function. �DOI: 10.1115/1.4000226�
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1 Introduction
Reticulate porous ceramics �RPCs� exhibit favorable heat and

mass transfer characteristics for high-temperature applications �1�.
Examples are molten-metal and diesel-engine-exhaust filters �2,3�,
radiant burners �4�, catalyst supports �5�, and radiant absorbers in
solar thermal and thermochemical reactors �6�. In the latter appli-
cation, RPCs provide efficient absorption of concentrated solar
radiation and large specific surface areas for heterogeneous
chemical reactions �6–8�. The accurate knowledge of the RPCs’
effective heat and mass transport properties is crucial for their
optimal design and operation. Computer tomography �CT� enables
the digital geometrical representation of their complex porous
structure, which is needed for the direct pore-level numerical
simulations �DPLSs�.

Previous pertinent studies include the determination of the ex-
tinction coefficient, scattering coefficient, and scattering phase
function of metal foams and RPCs for simplified geometries com-
posed of pentagon dodecahedron or tetracaedecaedric �9� and
spherical voided cubic unit cells �10�. The effective thermal con-
ductivity was determined for simplified foam geometries com-
posed of tetrakaidecahedron �11�, hexagonal �12�, and spherical or
cubical voided cubic unit cells �13�. Permeability has been deter-
mined by simplifying the foam structure by parallel conduits �14�
or by empirical correlations for fibrous beds �15,16�. The exact
geometry of a porous magnetic gel sample, obtained by microCT,

was used to compute the mean survival time, which was linked to
the permeability by an empirical correlation �17�. More recently,
CT-based methodology was applied to determine the effective
transport properties of a Rh-coated SiC RPC used for the solar
steam-reforming of CH4 �18–21� and for a packed bed of semi-
transparent, large CaCO3 particles �22�.

In the present study, CT-based DPLS is applied to determine
porosity, specific surface area, representative elementary volume,
pore size distribution, extinction coefficient, scattering phase
function, effective conductivity, heat transfer coefficient, perme-
ability, Dupuit–Forchheimer coefficient, tortuosity, residence time,
and dispersion tensor for an uncoated, nonhollow SiSiC RPC.
This material was recently used in a solar reactor for the thermal
decomposition of H2SO4 as part of a water-splitting thermochemi-
cal cycle �23�.

2 Morphological Characterization

2.1 Low-resolution CT. The RPC foam sample, made of Si-
SiC, is shown in Fig. 1. Its nominal pore diameter is dnom
=1.27 mm, corresponding to 20 pores per in. �ppi�. The sample is
exposed to an unfiltered polychromatic X-ray beam generated by
electrons incident on a wolfram target. The generator is operated
at an acceleration voltage of 60 keV and a current of 0.11 mA. A
Hamamatsu flatpanel C7942 CA-02 protected by a 0.1 mm-thick
aluminum filter is used to detect the transmitted X-rays. The
sample is scanned at 900 angles �projections�. Each projection
consists of an average over six scans, each with an exposure time
of 0.7 s. Low-resolution computer tomography �LRCT� is per-
formed for voxel sizes of 30 �m and 15 �m and field of view of
2.3�2.3�1.2 cm3 and 1.2�1.2�0.6 cm3, respectively.

3D surface rendering of a sample subvolume, reconstructed
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from the resulting tomography data, is depicted in Fig. 1�b�. The
histograms of the normalized absorption values, as shown in Fig.
2, have a bimodal character for both scan resolutions. The mode
method is applied for phase segmentation �24,25�. The normalized
phase threshold values �t /�max are 0.39 and 0.23 for scans with
voxel sizes of 30 �m and 15 �m, respectively. These results are
comparable to �t /�max=0.35 and 0.20 for scans with voxel sizes
of 30 �m and 15 �m, respectively, calculated using Otsu’s
method �24�. �t /�max varies by �0.04, as corroborated for three
selected tomograms divided into 36 subelements and for voxel
sizes of 15 �m and 30 �m, shown in Fig. 3.

2.2 High-resolution CT. Figure 4�a� shows a tomogram of a
single RPC’s strut obtained by high-resolution computer tomog-
raphy �HRCT� of 0.37 �m voxel size and 0.76�0.76
�0.62 mm3 field of view. The HRCT is performed on the TOM-
CAT beamline at the Swiss Light Source �SLS� of the Paul Scher-
rer Institute �Villigen, Switzerland� �26� for 14 keV photon en-
ergy, 400 �A beam current, 100 �m thick aluminum filter, 20�
geometrical magnification, 0.8 s exposure time, and 1501 projec-
tions. A magnified fragment of the strut edge is shown in Fig.
4�b�. The strut surface is irregularly shaped. Irregular spatial dis-
tribution of SiC and Si within the strut leads to internal heteroge-
neity but no pores are observed inside the strut.

2.3 Porosity and Specific Surface. The two-point correlation
function

s2�r� =
�V�4���r���r + rŝ�d�dV

4�V
�1�

with its properties s2�0�=� and �ds /dr� �r=0=−�A0 /4� �27� is ap-
plied. s2�r� is computed using the Monte Carlo method. A random
point is chosen within the fluid phase. A second random point is
chosen at distance r. If the second point belongs to the fluid phase,
the integrand in Eq. �1� is equal to 1. Otherwise, it is 0. The
computation is performed for 108 random points and for r varying
between 0 cm and 1 cm. The resulting porosity is �=0.91. It
compares well to the value obtained by weight measurement
�0.90�0.02� and it does not depend on the voxel size of the scan.
In contrast, the specific surface area A0 increases from 1367 m−1

to 1680 m−1 as the voxel size decreases from 30 �m to 15 �m
because of the better resolution of surface irregularities for the
smaller voxel size.

2.4 REV. The representative elementary volume �REV� is de-
fined as the minimum volume of a porous material for which the
continuum assumption is valid. It is determined based on porosity
calculations for subsequent growing volumes until it asymptoti-
cally reaches a constant value within a band of �	. The edge
length of the cubic REV is defined by �18�

lREV,	 = min�l 
 l��� − 	 � ��Sl�� � � + 	�, 	 � 1 �2�

where Sl� is a sample subvolume of edge length l�. For 	=0.02,
lREV,	=3.50 mm and 3.39 mm for the scans with voxel sizes
30 �m and 15 �m, respectively, corresponding to 2.76dnom and
2.67dnom, respectively. It is shown in the analysis that follows

Fig. 1 Sample of RPC foam: „a… top view photograph and „b…
3D surface rendering of 15 �m voxel size tomography data
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Fig. 2 Normalized histograms of the absorption values for the
scans with 30 �m „dotted line… and 15 �m „solid line… voxel
sizes. The points indicate the corresponding threshold values
of �t /�max=0.39 and 0.23.
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Fig. 3 Normalized threshold absorption values for 36 subele-
ments of three selected tomograms for voxel sizes of 30 �m
and 15 �m

Fig. 4 „a… Tomogram of a single strut obtained by HRCT; „b…
magnified fragment of the strut edge marked with the white
frame in Fig. 4„a…
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�Sec. 3.4� that at least lREV=3.50dnom is required for computations
of heat and mass transfer.

2.5 Pore Size Distribution. An opening operation, consisting
of erosion, followed by dilation with structuring sphere of diam-
eter d, is applied to compute the opening porosity �op as a function
of the diameter d. �op is then used to determine the RPC’s pore
size distribution function f �18�

F�d� =	
0

d

f�d��dd� = 1 −
�op�d�

�0
�3�

where �0=s2�0�. The resulting pore size distribution functions are
shown in Fig. 5 for the 30 �m and 15 �m voxel size tomography
data. Table 1 lists the median, mode, mean, and hydraulic �dh
=4� /A0� diameters resulting from the distributions in Fig. 5.

Good qualitative and quantitative agreement of porosity, spe-
cific surface area, and pore size distribution is obtained for voxel
sizes of 30 �m and 15 �m. Thus, the heat and mass transfer
characteristics in Secs. 3 and 4 are computed by using the 30 �m
resolution tomography data.

3 Heat Transfer Characteristics

3.1 Radiative Properties. The complex refractive index of
SiC is taken for the solid phase �28�, which is assumed to be
opaque in the visible and near infrared spectral region. The fluid
phase is assumed to be radiatively nonparticipating. Hence, the
governing equation of radiative transfer is �19,22,29,30�

dI��s, ŝ�
ds

+ �I��s, ŝ� = ��I�,b�s, ŝ� +
�s,�

4�
	

4�

I��s, ŝin����ŝ, ŝin�d�in

�4�

where I� is spectral radiative intensity, ��, �s,�, and � are the
spectral absorption, scattering, and extinction coefficients, respec-
tively, and �� is the spectral scattering phase function. The spec-
tral subscript � is omitted in the following text for brevity. The
characteristic size parameter ��dh /�� is much larger than 1; thus,
geometric optics is valid. Collision-based Monte Carlo method is
applied to compute the cumulative distribution functions of the
radiation attenuation path s, and the distribution function of the
cosine of incidence �in at the solid wall Ge�s� and F�in

��in�, re-
spectively

Ge�s� =	
0

s
1

Nr


j=1

Nr

��s� − sj��ds� �5�

F�in
��in� =

1

Ne


j=1

Ne

���in − �in,j� �6�

Ge�s� and F�in
��in� are related to  and � by �19,22,29�

Ge�s� � 1 − exp�− s� �7�

���s� =
2��in=0

1 ��d=0
� ��r=0

1 ���s − ��1 − �in
2 ��1 − �r

2� cos �d − �in�r� · ����in,�r,�d�F�in
�rd�rd�dd�in

��in=0
1 ��d=0

� ��r=0
1 ����in,�r,�d�F�in

�rd�rd�dd�in

�8�

where �s and �r denote the cosines of scattering and reflection
angles. Ge�s� and F�in

��in� are computed by following the histo-
ries of a large number �Nr=6�106� of stochastic rays launched at
random locations within the fluid phase of the REV. Ne rays in-
teract with the solid-fluid interface by either absorption or reflec-
tion. The path length s within REV is recorded for all Nr rays
while the cosine of incidence �in is recorded for all Ne rays
�19,22,29,30�. A sample of 18�18�12 mm3, corresponding to
600�600�400 voxels, is investigated. The intersection point be-
tween a ray and the solid-fluid interface is found by following the
ray in discrete steps until the normalized gray values are larger
than �t /�max. Finally, the exact determination is achieved by ap-
plying the bisection method. Note that the interface is described
by a continuous function and no numerical grid is required. The
computations are performed with an in-house Fortran 95 code.

1−Ge�s� is plotted in Fig. 6�a� as a function of the normalized
path length for two values of the threshold �t /�max: 0.31 and 0.39.
A least-square fit to Bouguer’s law �Eq. �7��, also shown in Fig.
6�a�, yields a constant extinction coefficient MC=628.4 m−1

with root mean square �RMS� of 0.014 m−1 for �t /�max=0.31,
and MC=430.8 m−1 with RMS=0.014 m−1 for �t /�max=0.39.
Separate computations along preferred directions showed slight
anisotropy of , as indicated in Table 2.

For assumed diffusely-reflecting surface of the solid phase, the
scattering phase function is plotted in Fig. 6�b� as a function of the
cosine of scattering angle. It is well approximated by �RMS
=0.010�

� = 0.5471�s
2 − 1.38838�s + 0.8176 �9�

Also shown in Fig. 6�b� is the analytically determined scattering
phase function for diffusely-reflecting large opaque spheres �31�.

Table 1 Arithmetic mean, mode, median, and hydraulic diam-
eter for the 30 �m and 15 �m voxel size tomography data

Voxel size
��m�

dam
�mm�

dmode
�mm�

dmedian
�mm�

dh
�mm�

30 1.64 1.74 1.69 2.76
15 1.55 1.65 1.62 2.24
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Fig. 5 Opening pore size distribution of the RPC foam for the
30 �m „solid curve… and 15 �m „dotted curve… voxel size to-
mography data
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The RPC foam and identical overlapping transparent spheres
�IOTS� �30� exhibit identical scattering behavior due to their mor-
phological similarity. Compared with large diffuse opaque
spheres, RPC exhibits enhanced scattering in backward direction
and less in forward direction. For assumed specularly-reflecting
surface, two exemplary scattering phase functions computed for
m�=0.467 �m=2.707+1.46i and m�=2.50 �m=2.562+5.17i are shown
in Fig. 6�b�. Both exhibit nearly isotropic scattering behaviors
with slightly increased backward scattering. Based on the irregu-
lar surface topography shown in Fig. 4, the solid phase is antici-
pated to show a dominant diffuse component in the reflection
pattern.

The scattering albedo �s / equals the surface reflectivity of the
solid phase, assumed to be wavelength-independent and equal to
0.1 �32�. Hence, �s=43.1 m−1 and 62.8 m−1 for �t /�max=0.31
and 0.39, respectively.

The extinction coefficient is independently estimated based on
experimental measurements by using the spectroscopy system
shown in Fig. 7 �33�. The main hardware components of the setup
are as follows: �1� a dual Xe-Arc/Cesiwid-Glowbar lamp as a
source of radiation, �2� a double monochromator �Acton Research
Spectra Pro Monochromator SP-2355 series� with monochromator
exit slit �2��, ��3� and �5�� two imaging lens pairs �MgF2, focal
lengths f =75 mm and f =150 mm�, �4� a sample holder, �6� a
detector �Si/PC-HgCdTe sandwich with thermoelectric cooler�, �7�
an optical chopper to modulate the radiation leaving the mono-
chromator, �8� a lock-in amplifier to measure the modulated sig-
nal, and �9� a PC data acquisition system. This setup enables
measurements in the spectral range from 0.3 �m to 4 �m with a
spectral resolution of �1 nm and an angular resolution of 10 deg.
The maximum acceptance angle for detection of an incoming ray
measured with respect to the optical axis is less than 4 deg. An-
gular measurements are performed with two RPC foam samples
of thicknesses 5 mm and 10 mm at radiation wavelengths of
0.3 �m, 0.6 �m, and 0.9 �m. The measured flux rapidly de-
creases with the increasing detection angle. At 10 deg, it is 103

smaller than that acquired in the forward direction. Since the re-
flectivity of the solid phase is comparable to that of SiC �0.1� �32�
the contribution of the incoming scattering to the measured radia-

tive fluxes is neglected. Thus, the extinction coefficient is esti-
mated by assuming Bouguer’s law-type dependency of the mea-
sured radiative fluxes on the sample thickness.

For all radiation wavelengths, the extinction coefficient is ap-
proximately constant and equal to ex=673�30 m−1. This value
is larger than MC=430.8 m−1 determined numerically by MC for
�t /�max=0.39, but it is in good agreement with MC
=628.4 m−1 computed for �t /�max=0.31. Since 1 /�s has the
same order of magnitude as the measured sample thickness in-
coming scattering may affect the experimental results. In contrast,
when comparing measured and calculated porosities, ��ex
−�CT� /�ex=0.01 and 0.06 for �t /�max=0.39 and 0.31, respec-
tively.

3.2 Effective Thermal Conductivity. The governing steady-
state heat conduction equations within the solid and fluid phases
are

0 = ��ks � Ts� �10�

0 = ��kf � Tf� �11�

The boundary conditions are

Ts = Tf, n̂ · ks � Ts = n̂ · kf � Tf at solid-fluid interface

�12�

q� · n̂ = 0 at the sample lateral walls �13�
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Fig. 6 „a… Variation in computed and measured incident radiative inten-
sities as a function of normalized path length in the sample; „b… scatter-
ing phase functions of the RPC foam, IOTS, and of large diffuse opaque
spheres as a function of the cosine of scattering angle

Table 2 Mean values and standard deviations of the extinction
coefficient along three directions

x-direction y-direction z-direction

MC, mean �m−1� 400.6 411.0 439.8
S �m−1� 35.8 37.5 28.4

Fig. 7 Experimental spectroscopy setup: „1… dual Xe-Arc/
Cesiwid-Glowbar lamp, „2… double monochromator, „„3… and „5……
collimating and focusing lens pairs, „4… sample mounted on a
linear positioning stage, „6… detector, „7… optical chopper, „8…
lock-in amplifier, „9… data acquisition system
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Ts = Tf = T1 at the sample inlet �14�

Ts = Tf = T2 at the sample outlet �15�

The finite volume �FV� technique with successive over-relaxation
�SOR� is applied to solve the Eqs. �10� and �11�. The computa-
tions are performed with an in-house Fortran 95 code. A sample of
10.8�10.8�10.8 mm3, corresponding to 360�360�360 vox-
els, is investigated. Grid convergence is obtained with mesh ele-
ment size of 21.5 �m. The boundary conditions Eqs. �12�–�15�
lead to a quasi-1D temperature profile. A contour map of the nor-
malized temperature distribution along the axis perpendicular to
the temperature boundary condition is shown in Fig. 8�a�. The
nonlinear temperature profile in the sample is used to determine
the heat flux across the sample at any given cross-sectional plane
perpendicular to the main heat flow direction. By applying the
one-equation average model describing the conduction heat trans-
fer in porous media �14,20�, the heat flux can be linked to the
effective conductivity by

ke = l
− �As

ks � Ts · n̂dAs − �Af
kf � Tf · n̂dAf

�T1 − T2��As + Af�
�16�

The effective sample conductivity as a function of the solid and
fluid conductivity is shown in Fig. 8�b�. It is compared with the
parallel and serial slab assumptions �at �=0.91�, which indicate
minimal and maximal possible conductivities.

The computed ke /ks was fitted to the linear combination of
thermal conductivities of parallel and serial slabs �14�

ke

ks
= e1

kf/ks

��1 − kf/ks� + kf/ks
+ e2�

kf

ks
+ 1 − �� �17�

resulting in e1=0.753 and e2=0.267. e1 and e2 depend strongly on
the morphology. This can be seen when comparing ke of the 20
ppi and the 10 ppi foams analyzed in Ref. �20�, both having the
same � and a rather sharp pore size peak �peak width �0.5dnom�.
The 20 ppi foam shows a larger A0. For kf /ks�10−1 they differ by
nearly 6% and at kf /ks�10−4 they differ by up to 40%. Obviously,
the smaller kf /ks, the more important becomes the phase distribu-
tion. When using the RPC foam as solar absorber, larger ke are
preferred since they allow for faster heat transfer rate and a more
uniform heating.

3.3 Interfacial Heat Transfer Coefficient. The heat flux
from the solid to the fluid phase is given by

q = hsfAsf�Tinterface − Tmf� �18�

The coupled continuity, momentum, and energy equations are
solved within the fluid phase of a square duct containing a sample
of the foam by using a computational fluid dynamics �CFD� code
�34� to obtain the temperature distribution in the fluid phase and
the heat fluxes through the solid-fluid interface.

The boundary conditions are

ū = 0, T = Tsf at the solid-fluid interface �19�

ū · n̂ = 0, n̂ · �ū = 0, q� · n̂ = 0 at the sample later walls

�20�

ū · n̂ = − u0, T = T0 at the inlet �21�

p = patm at the outlet �22�

hsf is then determined as a function of Pr and Re by using

hsf =
�Asf

q�dAsf

Asf · �Tlm
�23�

A sample with dimensions of 11.4�11.4�3.78 mm3, corre-
sponding to 380�380�126 voxels, is investigated. Convergence
was achieved for the termination residual RMS of the iterative
solution below 10−4 and for the maximal mesh element length of
90 �m �corresponding to 0.07dnom�, resulting in 5.6�107 tetra-
hedral elements. The mesh is generated with an in-house mesh
generator for unstructured body-fitted grids. The mesh generator
covers the domain by tetrahedral elements and subsequently re-
fines the elements at the phase boundary. Finally, a rounding, cut-
ting, and smoothing process is made to achieve an accurate do-
main representation �21�. Two quad-core Intel Xeon 2.5 GHz
processors and 32 Gbytes RAM are used to solve the equations in
approximately 10 h.

Nu is shown in Fig. 9 as a function of Pr and Re. Assuming a
correlation of the form Nu=a0+a1Rea2 Pra3, least-square fitting
leads to �RMS=0.817�

Nu = 6.820 + 0.198Re0.788 Pr0.606 �24�

These results compare well to those obtained experimentally for a
10 ppi foam �35�.

3.4 Influence of lREV. Normalized porosity, extinction coeffi-
cient, and conductivity are plotted in Fig. 10 as a function of
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Fig. 8 „a… Contour map of the normalized temperature distribution „T
−T2… / „T1−T2… along the axis perpendicular to the temperature boundary
condition of the RPC foam „thick solid lines depict solid-fluid phase
boundary… for kf /ks=1.0Ã10−4; „b… the effective thermal conductivity of
the RPC foam and of parallel and serial slabs at ε=0.91
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l /dnom varying between 0 and 6. All three parameters converge for
approximately lREV=3.5dnom, with 	= �0.02, �0.02, and �0.15,
respectively.

4 Mass Transfer Characteristics

4.1 Permeability and Dupuit–Forchheimer Coefficient.
Darcy’s law �36� and its extensions �37,38� are applied for a fluid
flow in an averaged isotropic porous medium

�p = −
�

K
ūD − FDF�ūD�ūD� �25�

Nondimensionalization of Eq. �25� for the 1D case yields

�pd2

�uD
= �pg = −

d2

K
− FDFd Re = − c0 − c1 Re �26�

The continuity and momentum equations are solved �34� within
the fluid phase of a square duct containing a sample of the foam to
obtain the velocity and pressure distributions for the following
boundary conditions

ū = 0 at the solid-fluid interface �27�

ū · n̂ = 0, n̂ · �ū = 0 at the sample lateral walls �28�

ū · n̂ = − u0 at the inlet �29�

p = patm at the outlet �30�

A 11.4�11.4�3.78 mm3 sample, corresponding to 380�380
�252 voxels, is investigated. Convergence is achieved for the
termination residual RMS of the iterative solution below 10−4 and
for the maximal mesh element length of 180 �m �corresponding
to 0.14dnom�, resulting in 5.6�107 tetrahedral elements. The di-
mensionless pressure gradient is plotted as a function of Re in Fig.
11. Least-square fitting �RMS=0.566� results in c0=28.334 and
c1=0.659, which correspond to K=5.69�10−8 m2 and FDF
=519.0 m−1. Permeability values are compared with those ob-
tained for the Hagen–Poisseuille model �4.59�10−8 m2� �14�, the
Carman–Konzeny model �8.69�10−8 m2� �14,15�, the fibrous
bed models �8.97�10−7 m2� �15�, and a model proposed by Mac-
donald et al. �5.34�10−8 m2� �39�. The latter model yields FDF
=544.2 m−1. The nonlinear term in Eq. �25� comes into play for
Re�1. Increased pore size leads to reduced pressure loss and
consequently to a larger K and a smaller FDF, as observed by
comparing the SiSiC RPC to the Rh-coated SiC from Ref. �21�.

4.2 Tortuosity and Residence Time Distributions. Tortuos-
ity is defined as the ratio of the real length of the connected pore
channels to the thickness of the porous sample in the main flow
direction

� =
lpath

lsample
�31�

The residence time required for a particle to flow through the
porous sample is defined as

t =	
lpath

1

u
dl �32�

The velocity distributions obtained in the Sec. 4.1 are now used to
determine the tortuosity and residence time distributions. They are
shown in Fig. 12 for Re=0.1, 1, 10, and 100. Mean tortuosity is
1.07. The peak of the tortuosity distribution shifts toward �=1
with increasing Re. Mean residence time is plotted in Fig. 13. All
stream lines generated are able to pass through the sample, as no
recirculation zones, dead ends, or flow reversals are observed. In
most chemical applications, large �, smaller Re, and consequently
large t are preferred to allow for complete reaction conversion.

4.3 Dispersion Tensor. The governing equation coupling the
convection and diffusion in the fluid phase is �40�
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�c

�t
+ ��cū� − ��D� · �c� = 0 �33�

The dispersion tensor D in an isotropic medium can be decom-
posed in parallel and transverse components, DII and D�, respec-
tively. For zero molecular diffusion

Di = b0 Reb1 �34�

with b0 and b1 constants. The solution of Eq. �33� links D to the
standard deviation of the normally distributed concentration c �41�

Sc = �2Dit �35�

Dx, Dy, and Dz are determined by following 2500 streamlines
through the foam, registering their spatial displacement at a spe-
cific time instant �e.g., in z-direction: �z=z�t�−z�t0��, and subse-
quently fitting the registered distribution to a standard Gauss dis-
tribution. The normalized dispersion tensor components are
shown in Fig. 14 as a function of Re. Dx and Dy are equal to the
transverse component D�; Dz is equal to the parallel component
DII. Fitting to Eq. �34� yields

D�

�
= �6.560 � 10−3 Re Re 
 5

4.896 � 10−3 Re1.104 Re � 5
� �RMS = 6.0 � 10−6�

�36�

DII

�
= �6.297 � 10−1 Re Re 
 5

7.045 � 10−1 Re0.942 Re � 5
� �RMS = 4.2 � 10−5�

�37�

5 Summary and Conclusions
We have numerically computed the effective heat and mass

transport properties of a nonhollow RPC foam made of SiSiC,
whose exact 3D geometry was determined by computer tomogra-
phy. Computed porosity was 0.91 and compared well to experi-
mentally measured value of 0.90�0.02. Computed specific sur-
face was 1367 m−1 and increased by 20% when increasing the
scan resolution by a factor of 2 as smaller surface irregularities
were resolved. Computed pore size distribution showed a sharp
peak of approximately 0.5dnom and a mean diameter of 1.3dnom.
REV determined by porosity, extinction coefficient, and conduc-
tivity calculations on subsequently growing volumes was
87.8 mm3. Radiative properties were determined from the extinc-
tion length and cosine of incidence distributions by applying the
collision-based MC method. The computed extinction coefficient
of 431 m−1 agreed quantitatively to the experimentally measured
one estimated by measuring the transmitted radiative flux with a
spectroscopy system. Computed scattering functions showed a
large backward scattering peak for diffusely-reflecting surfaces
and isotropic scattering behavior for specularly-reflecting sur-
faces. The scattering coefficient was a function of the surface
reflectivity and determined to be 63 m−1. The effective conduc-
tivity was calculated by solving the heat conduction equation
within both phases by FV and fitted to a combination of parallel
and serial slab models. For kf /ks�10−4, ke remained constant and
approximately 0.022ks. The heat transfer coefficient was calcu-
lated by solving the continuity, momentum, and energy governing
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equations within the fluid phase by FV. A Re and Pr dependent Nu
correlation of the form Nu=6.820+0.198Re0.788 Pr0.606 was fitted
�RMS=0.817�. This correlation strongly depended on the mor-
phology. Computed permeability and Dupuit–Forchheimer coeffi-
cient, determined based on the pressure and velocity distribution
within the fluid, were K=5.67�10−8 m2 and FDF=519.0 m−1

and compared well to the values found by applying different mod-
els available in the literature. Tortuosity distribution calculations
resulted in a mean tortuosity of 1.07. Obviously, the mean resi-
dence time decreased with increasing Re. Neglecting molecular
dispersion, a Re dependent function of the dispersion tensor was
obtained by comparing the calculated spatial displacement distri-
bution of streamlines within the foam to a Gaussian distribution.

The CT-based methodology is able to accurately account for the
morphology of complex porous media, and, when coupled to
Monte Carlo and CFD numerical techniques, provides pore-level
solutions of the energy and fluid flow governing equations. The
effective transport properties can be used in a continuum-scale
heat and mass transfer model, which, in turn, may be used for the
design and optimization of components for high-temperature ap-
plications. A follow-up study will determine the limits of applica-
bility of combined conduction-convection-radiation computations
utilizing the effective thermal properties.
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Nomenclature
a0 ,a1 ,a2 ,a3 � constants

b0 ,b1 � constants in Eq. �34�
A � surface �m2�

A0 � specific surface �m−1�
c � concentration �kg m−3�

c0 ,c1 � constants in Eq. �26�
D � dispersion tensor �m2 s−1�
d � diameter, characteristic length scale �m�

dh � hydraulic diameter �m�
dnom � nominal diameter �m�

e1 ,e2 � constants in Eq. �17�
f � distribution function �m−1�
F � probability distribution function

FDF � Dupuit–Forchheimer coefficient �m−1�
G � cumulative distribution function

hsf � interfacial heat transfer coefficient
�W m−2 K−1�

I � radiative intensity �W m−3 sr−1�
k � conductivity �W m−1 K−1�

ke � effective conductivity �W m−1 K−1�
K � permeability �m2�
l � length �m�

m � complex refractive index
n̂ � surface normal vector

Nr � number of rays
Ne � number of extincted rays
Nu � Nusselt number

p � pressure �N m−2�
Pr � Prandtl number
q� � heat flux vector �W m−2�
q � heat transfer rate �W�
r � distance between two points in the sample �m�

r � position vector for spatial coordinates in the
sample �m�

Re � Reynolds number
s � path length �m�
ŝ � unit vector of path direction

s2 � two-point correlation function
S � sample subvolume �m3�
Si � standard deviation of i �� i ��
t � residence time �s�

T � temperature �K�
u � velocity �m s−1�

uD � Darcean velocity �supervicial volume averaged
velocity� �m s−1�

V � sample volume �m3�
z � sample dimension in the z-direciton �m�

Greek
� � absorption values of tomographic scans �m−1�
 � extinction coefficient �m−1�
� � Dirac delta function
	 � half bandwidth for REV determination
� � porosity
� � absorption coefficient �m−1�
� � radiation wavelength �m�
� � dynamic viscosity �kg m−1 s−1�

�in � cosine of incidence angle
�r � cosine of reflection angle
�s � cosine of scattering angle
� � kinematic viscosity �m2 s−1�

�d � difference azimutal angle, �d=�in−�r �rad�
�� � bidirectional reflectivity �sr−1�

�pg � dimensionless pressure gradient
�s � scattering coefficient �m−1�
� � tortuosity

� � scattering phase function
� � pore-scale indicator function �1=void phase; 0

=solid phase�
� � solid angle �sr�

Subscripts
am � arithmetic mean
atm � atmospheric

b � blackbody
ex � experimental

f � fluid
in � incident

lm � logarithmic mean
mf � mean fluid
op � opening

s � solid
sf � solid-fluid boundary
t � threshold

tot � total
0 � initial
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Infrared Radiative Properties of
Thin Polyethylene Coating
Pigmented With Titanium Dioxide
Particles
The infrared (IR) radiative properties of TiO2 pigment particles must be known to per-
form thermal analysis of a TiO2 pigmented coating. Resins generally used in making
pigmented coatings are absorbing at IR wavelengths, which means that the conventional
Mie solution (MS) may not be adequate in this domain. There are two approaches to
evaluating radiative properties in an absorbing medium: far field approximation (FFA)
and near field approximation (NFA). In this study, after reviewing these two approaches,
we evaluated the radiative properties of TiO2 particles in polyethylene resin as an ab-
sorbing matrix in the wavelength range of 1.7–15 �m based on the MS, FFA, and NFA.
We then calculated the effective scattering and absorption coefficients for different mod-
els. To investigate the effect of the particle size and volume concentration on the trans-
mittance of IR wavelengths, we made a nongray radiative heat transfer in an anisotropic
scattering monodisperse pigmented layer, with independent scattering using the radiation
element method by the ray emission model. The results showed that all three approaches
predicted similar results in the particle size domain and volume fraction range utilized in
pigmented coatings. �DOI: 10.1115/1.4000235�

Keywords: far field approximation, near field approximation, pigmented coating, tita-
nium dioxide

1 Introduction

The use of pigmented coatings is required for a wide variety of
technological applications. These coatings are designed to reflect
the visible �VIS� and/or near infrared �NIR� parts of sunlight and
minimize heat transfer to the interior of a given structure, thus
reducing the energy required for cooling. However, the transmis-
sion of long wavelength infrared �IR� rays with a wavelength of
about 10 �m emitted from the body surface of a coated object
can increase the efficiencies of air conditioning systems �1� and
affect the thermal behavior of systems with pigmented coating.
Thus, the IR radiative properties of pigmented coatings must be
known, if researchers are to perform the necessary thermal analy-
sis and investigate the effect of pigment particles on the perfor-
mance of a pigmented layer.

Resins generally used as the matrix in making pigmented coat-
ings are nonabsorbing in the VIS and NIR regions �1� but absorb-
ing against IR wavelengths. This means that although predictions
about the radiative properties of pigment particles based on the
conventional Mie solution �MS�, which ignores the continuous
phase absorption index, are acceptable in the VIS and NIR re-
gions, they may not be adequate in the IR region because of the
absorbing characteristics of resins at IR wavelengths. The effect of
absorption in the matrix can significantly influence the spectral
behavior of the coating layer by changing not only the matrix
properties but also the optical properties of the embedded par-
ticles.

To evaluate the radiative properties of a particle embedded in
an absorbing medium, two approaches have been proposed in the

literature: far field approximation �FFA� and near field approxima-
tion �NFA�. FFA �2–6�, developed by Mundy et al. �2� and Chylek
�3�, is based on the asymptotic form of the electromagnetic field in
the radiation zone far from the scatterer. NFA �4–11� was pro-
posed by Sudiarta and Chylek �7,8� and Lebedev and co-workers
�9,10� and is based on the information of the electromagnetic field
at the particle surface. Radiative transfer through absorbing media
containing bubbles or particles is of interest to the developers of
many practical engineering applications ranging from remote
sensing of the ocean surface and fire fighting to materials process-
ing and colloidal systems in liquids or in the atmosphere �6�.

In this study we investigated the effect of the absorption of
resins on the spectral behavior of a TiO2 pigmented coating in the
IR region. Polyethylene resin was used as the absorbing host me-
dium in the wavelength range of about 1.7–15 �m. We devel-
oped computer programs to calculate the radiative properties of a
TiO2 particle, including the scattering, absorption, and extinction
efficiencies, and asymmetry parameter, in an absorbing medium
based on the MS, FFA, and NFA. First, the numerical codes were
validated by comparing the results with available data in the lit-
erature for single scattering properties of bubbles and particles
using different approaches. Then, databases of the radiative prop-
erties of a TiO2 particle in polyethylene resin over a wide range of
particle sizes �0.01–100 �m� in the wavelength range of
1.7–15 �m were constructed based on the MS, FFA, and NFA.
To find the transmittance of IR wavelengths produced by emission
from the substrate, we conducted a radiation analysis using the
radiation element method by the ray emission model �REM2�
�12�. In the summary, we discuss the effects of using different
approaches in evaluating radiative properties in addition to the
size of pigment particles and the volume concentration of particles
on IR behavior of a TiO2 pigmented coating.
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2 Radiative Properties of Particles in the Absorbing
Medium

In the conventional Mie solution, the medium in which the
particle is embedded is assumed to be a nonabsorbing material.
However, when the medium is absorbing, the radiative properties
cannot be correctly evaluated by simply modifying the refractive
index of the host medium in the conventional Mie code. Two
approaches have been used, as reported in the literature, to evalu-
ate the radiative properties in an absorbing medium. Following is
a brief summary and necessary formulation for these approaches.

2.1 The Far Field Approximation Model. Far field approxi-
mation is based on the asymptotic form of the electromagnetic
field in the radiation zone. Mundy et al. �2� derived the following
equations to calculate the scattering, absorption, and extinction
efficiencies of a particle of size dp=2a and the complex index of
refraction of m�=n�− ik� embedded in an absorbing medium hav-
ing m=n− ik:

Qs =
4k2e�−4�rk/��

�n2 + k2��1 + �4�ak/� − 1�e�4�ak/����n=1

�

�2n + 1���an�2 + �bn�2�

�1�

Qe =
4k2e�−4�rk/��

�n2 + k2��1 + �4�ak/� − 1�e�4�ak/���
Re �

n=1

�

�2n + 1��an + bn�

�2�

Qa = Qe − Qs �3�
where

an =
m��n�����n��� − m�n����n����
m��n�����n��� − m�n����n����

�4�

bn =
m��n����n���� − m�n�����n���
m��n����n���� − m�n�����n���

�5�

Here, �=2�ma /�, �=2�m�a /�, and � and � are Riccati–Bessel
functions. In this model the host medium has not only attenuated
the scattered waves in magnitude but also modulated the wave
mode when the wave reaches the radiation zone. Thus for an
observer in the radiation zone the particle’s inherent optical prop-
erties are coupled with the absorption effect of the medium in a
separable manner �6�. As Eqs. �1�–�5� show, because of the ab-
sorption in the host medium, the particle’s efficiencies in this
model depend on the radius of the conceptual integrating sphere
�r	a� �10�. However as shown in Ref. �4�, in evaluating the
extinction and scattering coefficients that are due to the effect of
the particle’s scattering and absorption as viewed from the far
field perspective rather than the absorption of the host medium,
the particle’s rescaled �4� or attenuated �2� efficiencies must be
calculated by applying an exponential factor exp���r−a�� to Eqs.
�1� and �2�, as follows:

Qs =
4k2e−


�n2 + k2��1 + �
 − 1�e
��n=1

�

�2n + 1���an�2 + �bn�2� �6�

Qe =
4k2e−


�n2 + k2��1 + �
 − 1�e
�
Re �

n=1

�

�2n + 1��an + bn� �7�

where 
=2�ka /�. These efficiencies are independent of the ra-
dius of the integrating sphere. The extinction efficiency in Eq. �7�
can be expressed as follows �2�:

Qe = Qs + �Qa − Qm� �8�

where Qm is the absorption efficiency when the scatterer con-
tained the same substance as that of the surrounding medium.

Depending upon the absorption properties of medium and particle,
the extinction efficiency can be smaller than the scattering effi-
ciency and even negative.

The scattering phase function can be derived by use of the far
field approximation as follows �10�:

P�cos �� =
�S1�2 + �S2�2

�
n=1

�

�2n + 1���an�2 + �bn�2�
�9�

where

S1 = �
n=1

�
2n + 1

n�n + 1�
�an�n�cos �� + bn�n�cos ��� �10�

S2 = �
n=1

�
2n + 1

n�n + 1�
�an�n�cos �� + bn�n�cos ��� �11�

are amplitude functions. Then, the asymmetry parameter, which is
an often-used parameter in radiative transfer calculation, can be
evaluated as follows:

g = 1
2�

−1

1

P�cos ��cos �d cos � �12�

2.2 The Near Field Approximation Model. In near field ap-
proximation the single scattering properties of the particle, includ-
ing the absorption, scattering, and extinction efficiencies, are de-
rived by using the electromagnetic fields on the surface of the
particle �10�. These efficiencies are called inherent efficiency fac-
tors. Fu and Sun �11� derived the following equations to calculate
the scattering, absorption, and extinction efficiencies:

Qs
NF =

8�k2

�n�1 + �
 − 1�e
��n=1

�

�2n + 1��Bn� �13�

Qa
NF =

8�k2

�n�1 + �
 − 1�e
��n=1

�

�2n + 1��An� �14�

Qe
NF = Qs

NF + Qa
NF �15�

where

An =
�cn�2�n����n�

���� − �dn�2�n�����n
����

2�m�/�
�16�

Bn =
�an�2�n�����n

���� − �bn�2�n����n�
����

2�m/�
�17�

Here, an and bn are the same as in Eqs. �4� and �5� and cn and dn
are derived as follows:

cn =
m��n����n���� − m��n�����n���
m��n����n���� − m�n�����n���

�18�

dn =
m��n�����n��� − m��n����n����
m��n�����n��� − m�n����n����

�19�

Particle efficiencies based on NFA are non-negative factors that
depend only on the size of the particle and the optical properties
of the particle and medium. This approach avoids difficulties in
deriving the extinction efficiency when FFA is used. In the litera-
ture there is no established expression for the scattering phase
function based on the NFA �5�. The scattering phase function and
asymmetry parameter are similar to the FFA �5� given by Eqs. �9�
and �12�.

2.3 Validation of Computer Codes. In accordance with the
theory discussed in Sec. 2, we developed three computer codes to
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compute particle efficiencies based on the MS, FFA, and NFA,
respectively. To validate our codes, we investigated two sets of
refractive indices for the particle and medium as considered in
Refs. �2,6,10�. In the first set, m�=1−0i and m=1.34− ik, and in
the second set m�=1.4−0.05i and m=1.2− ik, where k=0.0,
0.001, 0.01, and 0.05. Figures 1 and 2 compare the single scatter-
ing properties based on different approaches for the two sets of
refractive indices. The same results were obtained as those re-
ported in the literature.

When the medium is nonabsorbing, both FFA and NFA show
identical results with the MS. However, the difference between
FFA and NFA increases as the absorptivity of the medium for both
bubbles and particles increases. The values of Qs and Qe decrease
as the absorptivity of the medium increases. Moreover, the scat-
tering efficiency predicted by FFA is smaller than that for NFA

with the same absorptivity of the medium. While the absorption
efficiency evaluated by the MS and NFA is zero for a spherical
bubble, the results of FFA show negative values for this param-
eter. This is related to the definition of absorption efficiency in
FFA, as shown by Eq. �8�. This causes the extinction efficiency
obtained by FFA to become smaller than the scattering efficiency
�QeQs� for a spherical bubble or for a particle with smaller
absorptivity than its host medium.

The asymptotic value of the scattering efficiency for a nonab-
sorbing particle is 2.0 for the MS, which is known as the diffrac-
tion paradox �13�, 1.0 for NFA where diffraction can be neglected,
and 0.5 for FFA �6�. Moreover, the absorption efficiency for a
nonabsorbing particle converges to 0.0 for the MS and NFA and
−0.5 for FFA �6�. Hence, the extinction efficiency for large size

Fig. 1 Single scattering properties for a spherical bubble em-
bedded in an absorbing medium with m=1.34− ik where k=0.0,
0.001, 0.01, and 0.05

Fig. 2 Single scattering properties for a spherical particle
„m�=1.4−0.05i… embedded in an absorbing medium with m
=1.2− ik where k=0.0, 0.001, 0.01, and 0.05
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parameters converges to 2.0, 1.0, and 0.0 for the MS, NFA, and
FFA, respectively.

For an absorbing particle, as shown in Fig. 2, the scattering
efficiency converges to 1.0 for the MS due to diffraction and to
0.0 for FFA and NFA where there is no diffraction �6�. In addition,
the asymptotic value of absorption efficiency is 1.0 for the MS
and NFA and 0.0 for FFA �6�, since in Eq. �8� both Qm and Qm�
are equal to 1.0 for large size parameters.

3 Radiative Properties of TiO2 Particles in Polyethyl-
ene Resin

The radiative properties of a TiO2 particle in polyethylene resin
were computed for a wide range of particle sizes. The complex
refractive index is quoted from a handbook �14� for both TiO2 and
polyethylene. The wavelength data, which are composed of 349
data points within the range of 1.7–15 �m, where the polyethyl-
ene behaves as the absorbing medium, are used. The diameter
range is 0.01–100 �m and is composed of 1000 data points.

Real and imaginary parts of complex indices of refraction are
shown in Fig. 3. TiO2 is nonabsorbing in the range of
1.7–8.0 �m. However, its absorptivity increases sharply from
8.0 �m to 15.0 �m. The refractive index of polyethylene is con-
stant and equal to 1.5. The absorptivity of polyethylene is strongly
wavelength dependent and has some peaks at �=3.415, 3.509,
6.08, 13.7, and 13.89 �m.

Figures 4 and 5 show the single scattering properties for a TiO2
particle embedded in polyethylene host medium, including scat-
tering, absorption, and extinction efficiencies, and the asymmetry
parameter for two sets of wavelengths. For the first set, wave-
lengths were selected from the nonabsorbing part �1.7–8.0 �m�
of TiO2, while the wavelengths of the second set were chosen
from the absorbing region �8.0–15 �m� of TiO2.

Figure 4�a� compares the scattering efficiencies predicted by
FFA and NFA at several wavelengths where TiO2 is nonabsorbing.
The information of Sec. 2.3 about nonabsorbing particles is vali-
dated again by these results. For example, at �=3.42 �m, where
polyethylene has its maximum absorptivity, the difference be-
tween the predicted efficiencies by FFA and NFA is the largest,
and asymptotic values are reached for a smaller particle size.
However, the absorptivity of TiO2 rapidly increases from �
=8 �m, and the difference in the absorptivity of the particles and
the host medium becomes very large, which significantly reduces
the difference between predicted efficiencies by FFA and NFA, as

seen in Fig. 5. Figure 5�a� shows the variation in scattering effi-
ciency with the particle size at different wavelengths. At �
=9.9 �m, minimum scattering occurs independent of the size of
the particle. This can be justified by the almost identical real part
of complex refractive indices of TiO2 and polyethylene at this
wavelength. Since the absorptivity of TiO2 is larger than that for
polyethylene through the absorbing region of TiO2, the absorption
efficiency predicted by FFA is non-negative in this range of wave-
lengths, as is clear from Fig. 5�b�, and hence Qe�Qs. The particle
efficiencies tend to reach their asymptotic values at particle sizes
larger than 100 �m.

The asymmetry parameter is shown in Figs. 4�d� and 5�d� for
several wavelengths. These results show that the asymmetry pa-
rameter for TiO2 is always positive and increases with increasing
particle size. As explained in Sec. 2, there is no difference be-
tween the predicted value by FFA and NFA, since the scattering
phase function is the same in both approximations.

4 Effective Scattering and Absorption Coefficients
After consideration of the different models used to evaluate the

efficiencies of a single particle embedded in an absorbing me-
dium, the question that arises is that among different approaches,
which one can predict the radiative transfer through a heteroge-
neous medium? Several models to calculate the radiation charac-
teristics such as scattering and absorption coefficients of an ab-
sorbing medium containing particles have been proposed.

As discussed in �11� M.F. Modest, Radiative heat transfer �2nd
ed�, Academic Press, San Diego �2003�. Ref. �15�, independent
scattering is a good assumption for nearly all heat transfer appli-
cation including paints and pigments and dependent scattering ef-
fects can be completely ignored when fv0.006 or c /��0.5,
where c is the clearance. Several researches related to TiO2 pig-
mented coatings �16,17� show that the independent scattering as-
sumption gives reasonable results for volume fractions less than
0.1. In this work, to avoid the significant error in our results due to
dependent scattering effects, the independent scattering approach
is applied to low volume fractions up to 0.05. However, this as-
sumption should be verified by comparison of theoretical predic-
tions with experimental data as will be done in author’s future
works.

The general form of the scattering coefficient for particulate
media containing monodisperse particles using the independent
scattering approximation is as follows �15�:

Fig. 3 Real „solid lines… and imaginary „dashed lines… parts of the complex
index of refraction for TiO2 and polyethylene
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Fig. 4 Scattering, absorption, and extinction efficiencies, and
asymmetry parameter as a function of the particle size for non-
absorbing TiO2 particles in polyethylene resin at different
wavelengths

Fig. 5 Scattering, absorption, and extinction efficiencies, and
asymmetry parameter as a function of the particle size for ab-
sorbing TiO2 particles in polyethylene resin at different
wavelengths
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�eff =
3fv

4a
Qs�a� �20�

The scattering efficiency in Eq. �20� can be replaced by Qs
M �5,15�

for nonabsorbing media and Qs
FF �4–6,18� and Qs

NF �5� for absorb-
ing media. The scattering efficiency based on considering the
electromagnetic field at the particle’s surface �NFA� cannot be
used for modeling the effective scattering coefficient because pre-
dicting radiative transfer through heterogeneous media requires
the efficiency factors of the particle in the far field, as discussed in
Refs. �4,6�.

The absorption coefficient based on the MS, NFA, and FFA
approaches can be calculated using the independent scattering ap-
proximation as follows �6�:

keff
M = � −

3fv

4a
�Qa,m

M �a� − Qa,m�
M �a�� �21�

keff
NF = � −

3fv

4a
�Qa,m

NF �a� − Qa,m�
NF �a�� �22�

keff
FF = � +

3fv

4a
Qa

FF�a� �23�

where �=4�k /� is the absorption coefficient of the continuous
phase. In the first two equations, Qm� is the absorption efficiency
of the scatterer and Qm is the absorption efficiency of the scatterer
if it contains an identical substance as the surrounding medium.
As discussed in Ref. �6�, the absorption coefficient calculated
based on the FFA approach was found to be negative for a large
volume fraction, which is physically meaningless but the model
proposed using NFA properties always show positive values and
thus tends to give more physically acceptable results.

Based on Eqs. �20�–�23�, we selected the following three sets of
effective scattering and absorption coefficients needed to predict
radiation transfer in a heterogeneous medium:

model 1: �eff = �eff
FF, keff = keff

FF

model 2: �eff = �eff
FF, keff = keff

NF �24�

model 3: �eff = �eff
M , keff = keff

M

In models 1 and 2, as discussed before, the scattering coefficient is
obtained using the scattering efficiency calculated based on the
FFA approach. The difference between these two models is in the
evaluation of absorption coefficient. The absorption coefficient is
calculated based on FFA and NFA in models 1 and 2, respectively.
To investigate the effect of neglecting the absorptivity of the host
medium in obtaining the radiative properties of pigment particles,
model 3 is used where both scattering and absorption coefficients
are calculated based on the Mie solution.

5 Numerical Simulation and Analysis Model

5.1 Radiative Transfer Equation. We consider the partici-
pating medium in a plane parallel system. Neglecting the eventual
wave interference effects, the spectral radiation intensity I� at r in
the direction of ŝ can be expressed as follows �12�:

dI��r, ŝ�
ds

= ���− I��r, ŝ� + �1 − ���Ib��r� +
��

4�
�

4�

I��r, ŝ�����ŝ�

→ ŝ�d��	 �25�

where �� and �� are the spectral extinction coefficient and single
scattering albedo, respectively. Here, s is the path length in the
direction ŝ, and ��ŝ�→ ŝ� is the phase function from ŝ� to ŝ. One
should note that the traditional radiative transfer equation can be

applied when the optical thickness of the medium at distances
comparable with the particle size is small. In this present study,
this condition is satisfied except for large particles ��0.5 �m� at
the wavelength range of about 3 �m. Therefore, the results given
at this wavelength range are not completely reliable and should
be verified by experimental results. To solve this equation,
Maruyama et al. �12� proposed the REM2. They introduced the
effective radiation area for both the surface and volume elements
in the same manner. They also defined the extinction view factor
Fi,j

E as the fraction of energy radiated from radiation element i that
is absorbed, isotropically scattered, or diffusely reflected by radia-
tion element j. Once the extinction view factors have been ob-
tained, the absorption view factors Fi,j

A and diffuse scattering view
factor Fi,j

D can be written as

Fi,j,�
A =

� j,�

�1 − � j,�
S �

Fi,j,�
E , Fi,j,�

D =
� j,�

D

�1 − � j,�
S �

Fi,j,�
E �26�

where �i,�=1−�i,�
D −�i,�

S is the emissivity, �i,�
D is the diffuse re-

flectivity of the surface elements or the albedo of participating
media elements, and �i,�

S is the specular reflectivity of the surface
elements. Once these coefficients are introduced, the radiative
heat transfer under arbitrary thermal conditions can be determined
for each participating radiation element and boundary surface. For
a system consisting of N radiation elements, one can write the
following equations:

QJ,i,� = QT,i,� + �
j=1

N

Fj,i,�
D QJ,j,� �27�

QX,i,� = QT,i,� − �
j=1

N

Fj,i,�
A QJ,j,� �28�

where QT is emissive power and QJ is the radiative energy emitted
and isotropically scattered by the radiation element. The unknown
QX,I,� can be obtained by solving Eqs. �27� and �28�. The relation-
ship between qX,i and QX,I,� is obtained by

Fig. 6 Analysis model of a pigmented coating using the REM2

with related boundary conditions
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QX,i =�
0

�

QX,i,�d� �29�

qX,i =
QX,i

�xi
�30�

The REM2 is an extension of the zone method and is a generalized
numerical method for analyzing radiation transfer in nongray and
anisotropic participating media with specular and/or diffuse sur-
faces. The REM2 can be easily applied to very complicated con-
figurations �12� where the other methods like discrete ordinate
method is frequently difficult to apply and the statistical methods
like the Monte Carlo method may be extremely time-consuming
and the results are subjected to statistical error �12�. The REM2

has been used in several fields, e.g., in analyses of radiative heat
transfer in clouds �19�, solar collectors �20–23�, fog layers �24�,
industrial equipment �25�, polydisperse water particles �26�, and
pigmented coatings �1�. Although the approximation methods like
two-flux �17,27�, three-flux, and four-flux methods �28,29� are
applicable to pigmented coating problems with collimated inci-
dent light; however, one of the important characteristics of the

REM2 is that both diffuse and collimated irradiations can be ap-
plied at the boundaries, enabling us to analyze coating problems
illuminated by both collimated and diffuse light from the sun and
with different boundary conditions at the substrate.

5.2 Analysis Model and Boundary Conditions. To model a
pigmented coating system, we considered a one-dimensional par-
allel plane system. Figure 6 shows the analysis model and bound-
ary conditions. A 50 �m thin film is divided into 100 elements.
Elements 1 and N are taken as boundary elements. The S12 ap-
proximation of Fiveland is used for direction division �15�. The
real part of the complex refractive indices of air �1� and of poly-
ethylene resin �1.5� are assumed for the boundary element 1 and
volume elements, respectively. Here, in element 1, specular reflec-
tion is produced by the difference between the refractive indices.
The specular reflectivity is calculated with Fresnel’s equation �15�
using the value of the refractive indices mentioned above. The
substrate is assumed to be a black body. The temperature of vol-
ume elements are assumed to be 0 K. In addition, the temperature
of element 1 or element N is assumed to be 0 K for calculating the
transmissivity of the substrate emission or reflectivity of the out-
side irradiation, respectively.

Fig. 7 Effective scattering coefficient of TiO2 monodisperse particles in
polyethylene predicted by FFA „solid lines… and the MS „symbols… when „a…
dp=0.2 �m and fv=0.5%, 1.0%, 3%, and 5%, and „b… fv=5.0% and dp
=0.02, 0.2, 2, and 5 �m
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6 Results and Discussion

6.1 Spectral Changes of Effective Coefficients. Effective
coefficients were evaluated using Eqs. �20�–�24�. Figure 7�a�
shows the effective scattering coefficient predicted by FFA and
NFA for monodisperse TiO2 particles 0.2 �m in diameter for dif-
ferent volume fractions. The results show that initially, increasing
the wavelength causes the scattering coefficient to fall to its mini-
mum value at �=9.9 �m. Thereafter, the scattering coefficient
increases with increasing wavelength. For a given wavelength the
effective scattering coefficient increases with increasing volume
fraction. Figure 7�b� shows the change in the effective scattering
coefficient with wavelengths for particles of different sizes when
fv=5%. The results show that the maximum effective scattering
coefficient occurs at �=3.0 �m for 2.0 �m particles, as is clear
from Fig. 7�b�. There is no significant difference between the ef-
fective scattering coefficients predicted by FFA and the MS except
for size particles about 10 �m.

Figure 8�a� compares the spectral effective absorption coeffi-
cient predicted by FFA with that predicted by NFA and the MS for
different volume fractions when the particle size is 0.2 �m. In the
wavelength range where TiO2 is nonabsorbing �1.7–8.0 �m�, ab-

sorption by the medium dominates the effective absorption coef-
ficient and hence the absorption coefficient is close to the absorp-
tion coefficient of continuous phase. Increasing the volume
fraction of particles decreases the absorption of the composite
medium slowly in this wavelength domain. For the wavelengths
larger than 8.0 �m where TiO2 is strongly absorbing, using TiO2
particles significantly increases the effective absorption coefficient
even for small volume fractions. For example, the effective ab-
sorption coefficient of a composite medium increases from
0.001 �m−1 to 0.1 �m−1 at �=15.0 �m when the volume frac-
tion is 1%. The maximum absorption coefficient occurs at �
=15.0 �m, where TiO2 has its largest absorptivity. The absorp-
tion efficiency is affected much more by the absorptivity of TiO2
particles than by that of the polyethylene matrix. Thus, as seen in
Fig. 8�a�, the FFA, NFA, and MS approaches yield identical re-
sults for the effective absorption coefficient. Figure 8�b� shows the
effective absorption coefficient based on different approaches
for different sizes of particles when fv=5%. As seen in this
figure, there is no significant difference between the absorption
coefficients of different particle sizes in the wavelength range
of 1.7–8.0 �m. However, in the wavelength range of 8.0–

Fig. 8 Effective absorption coefficient of TiO2 monodisperse particles in
polyethylene predicted by the MS „symbols…, NFA „dashed lines…, and FFA
„solid lines… when „a… dp=0.2 �m and fv=0.5%,1%, 3%, and 5%, and „b… fv
=5.0% and dp=0.2, 2, 1, and 5 �m

023306-8 / Vol. 132, FEBRUARY 2010 Transactions of the ASME

Downloaded 05 Dec 2010 to 193.140.21.150. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



15.0 �m, a large difference appears between different particle
sizes. For a given wavelength in this range, the effective absorp-
tion coefficient decreases as the particle size increases. The FFA,
NFA, and MS approaches predict similar results for effective scat-
tering and absorption coefficients in the particle size domain and
volume fraction range utilized in pigmented coatings.

6.2 Transmittance and Reflectance of IR Wavelengths. The
main objective of this study was to investigate the effect of the
particle size and volume concentration on spectral transmittance
of the IR rays produced by emission from a black substrate and
the reflectance at IR wavelengths, which may be due to diffuse
solar irradiation or outside emission. Figure 9 shows the hemi-
spherical spectral transmittance for monodisperse particles
0.2 �m in diameter with different volume fractions predicted by
the models explained in Sec. 4. The spectral transmittance of the
continuous phase is also shown. As is clear from this figure, using
TiO2 pigment particles decreases the transmittance in comparison
with the transmittance of polyethylene matrix without any par-
ticles. The sudden decrease in transmittance is related to peaks in
absorptivity of polyethylene, as seen in Fig. 1. In the wavelength
range of 1.7–3.5 �m, transmittance decreases with increasing

volume fraction. This can be explained by the increase in the
scattering coefficient with increasing volume fraction and small
value of asymmetry parameter for this particle size, which causes
an increase in the backscattered rays absorbed by the black sub-
strate and hence decreases the transmittance. For the wavelengths
from 3.5 �m to 8.0 �m, increasing the volume fraction does not
change the transmittance. Again, from �=8.0 �m, the transmit-
tance decreases with increasing volume fraction, due to the high
absorptivity of TiO2 particles in this region. As expected, all three
models show identical results for transmittance.

Figure 9�b� shows the hemispherical transmittance for different
particle sizes for fv=5%. In the wavelength range of 1.7–8 �m,
increasing the particle size decreases transmittance to its mini-
mum for dp=0.2 �m. Thereafter, a further increase in the particle
size increases the transmittance. This behavior can be justified by
the change in the scattering coefficient with particle size, as seen
in Fig. 7�b�, and the renewed increase in backscattered rays, as
explained above. From �=8.0 �m, transmittance increases with
an increasing particle size due to the decrease in the absorption
coefficient, as shown in Fig. 8�b�.

Fig. 9 Spectral hemispherical transmittance of TiO2 monodisperse par-
ticles in polyethylene predicted by model 1 „solid lines…, model 2 „dashed
lines…, and model 3 „symbols… when „a… dp=0.2 �m and fv=0.5%, 1%, 3%,
and 5%, and „b… fv=5.0% and dp=0.2, 1, 2, and 5 �m
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Figure 10�a� shows the hemispherical spectral reflectance for
the polyethylene coating pigmented with 1.0 �m TiO2 pigment
particles with different volume fractions.

Figure 10�a� shows the hemispherical spectral reflectance for
the polyethylene coating pigmented with 1.0 �m TiO2 pigment
particles with deferent volume fractions. The reflectivity of con-
tinuous phase is about 10% independent of wavelength, which can
be calculated using Fresnel’s equation �15� considering the diffuse
incident radiation. By increasing the volume fraction of particles,
the reflectivity increases due to increase in scattering coefficient.
In the wavelength range of 1.7–8 �m, the change in absorption
coefficient with volume fraction is very small, as seen in Fig. 8�a�,
but the increase in scattering coefficient by increasing the volume
fraction is significant. Thus in this wavelength range, the variation
in reflectance with volume fraction is much more noticeable than
the wavelength range of 8–15 �m, as seen in Fig. 10�a�. In the
latter wavelength range, where the TiO2 is strongly absorbing,
with increasing the absorption coefficient, the reflectivity de-
creases to the limit value of the reflectivity of continuous matrix.

Figure 10�b� shows the hemispherical reflectance for different
particle sizes for fv=5%. The minimum value of reflectivity oc-

curs at �=10 �m where the scattering coefficient is minimum, as
discussed in Sec. 6.1. In the wavelength range of 8–15 �m, as
seen in Fig. 9�b�, the absorption coefficient decreases when the
size of particle increases. This causes the reflectivity to increase
with increasing the size of particles in this wavelength range.

7 Conclusions
The single scattering efficiencies of a TiO2 particle embedded

in an absorbing medium over a wide range of particle sizes
�0.01–100 �m� in the wavelength range of 1.7–15 �m were
constructed based on the MS, FFA, and NFA. To find the trans-
mittance of IR wavelengths produced by emission from a sub-
strate, we conducted a radiation analysis using the radiation ele-
ment method by the REM2. The effective scattering coefficient
was defined based on FFA and the MS, while three models based
on three approaches were used to determine the effective absorp-
tion coefficient. The results based on different models for effective
absorption and scattering coefficients as well as the hemispherical

Fig. 10 Spectral hemispherical reflectance of TiO2 monodisperse particles
in polyethylene predicted by model 1 „solid lines…, model 2 „dashed lines…,
and model 3 „symbols… when „a… dp=1 �m and fv=0.5%, 1%, 3%, and 5%,
and „b… fv=5.0% and dp=0.2, 1, 2, and 5 �m
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transmittance of the TiO2 pigmented coating were compared for
different particle sizes and volume concentrations. The following
conclusions can be drawn.

�1� In the wavelength range of 1.7–8 �m, where TiO2 is non-
absorbing, the particle efficiencies predicted by different
approaches are significantly different at the wavelengths
where polyethylene is strongly absorbing or when the par-
ticles are large. Since the matrix absorptivity is dominant in
this region, the disagreement between different models
does not affect the value of the effective absorption coeffi-
cient. Increasing the volume fraction of particles decreases
the absorption coefficient slowly.

�2� For the wavelength from 8 �m to 15 �m, TiO2 is strongly
absorbing. Thus in this range of wavelengths the difference
between different models significantly decreases, and hence
all three models show identical results for the effective ab-
sorption coefficient. The effective absorption coefficient in-
creases with an increasing volume fraction or a decreasing
particle size.

�3� The effective scattering coefficients predicted by FFA and
the MS are similar. The scattering coefficient increases with
increasing volume fraction.

�4� The three approaches yield identical results for hemispheri-
cal transmittance in the particle size domain and volume
fraction range utilized in pigmented coatings.

�5� Using TiO2 pigment particles decreases the transmittance
of IR rays in comparison with the continuous phase. The
transmittance decreases with increasing particle volume
fraction, especially for the wavelengths in the absorbing
part of TiO2 �8–15 �m�. Increasing the particle size in-
creases the transmittance of this wavelength range.

�6� Using TiO2 pigment particles increases the reflectance of
IR rays in comparison with the continuous phase. In the
wavelength range of 1.7–8 �m the reflectivity is much
higher than the wavelength range of 8–15 �m. In the ab-
sorbing part of TiO2, the reflectivity increases with increas-
ing the size of particles.

Nomenclature
a � radius of a particle

an, bn, cn, dn � Mie coefficient
c � clearance

dp=2a � diameter of particles
fv � volume fraction of particles

Fi,j
A � absorption view factors

Fi,j
D � diffuse scattering view factor
g � asymmetry parameter

Im � imaginary part
I � radiation intensity

keff � effective absorption coefficient
m�=n�− ik� � complex refractive index of a particle

m=n− ik � complex refractive index of a medium
N � number of radiation elements
P � scattering phase function

Qs � scattering efficiency
Qe � extinction efficiency
Qa � absorption efficiency
Qm � absorption efficiency of the scatterer contained

the same substance as the medium
QT � heat transfer rate of the emissive power
QJ � heat transfer rate of the diffuse radiosity
QX � net rate of heat generation
qX � heat flux for the surface element or divergence

of heat flux for the volume element
r � radius of the conceptual integrating sphere
r � position vector
s � path length through element

ŝ, ŝ� � unit direction vector
S1, S2 � amplitude function

� � 2�ma /�
� � extinction coefficient or �=2�m�a /�
� � emissivity

 � 2�ka /�
� � absorption coefficient of the continuous phase
� � wavelength

�eff � effective scattering coefficient
��ŝ�→ ŝ� � phase function from ŝ� to ŝ

�, � � Riccati–Bessel functions
� � single scattering albedo

�D � diffuse reflectivity of the surface element or
the albedo of the volume element

�S � specular reflectivity

Superscripts
FF � far field approximation
NF � near field approximation
M � Mie approximation

Subscripts
b � black body
i � element i
j � element j
n � index number
� � spectral value
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A Narrow Band-Based Multiscale
Multigroup Full-Spectrum
k-Distribution Method for
Radiative Transfer in
Nonhomogeneous Gas-Soot
Mixtures
The full-spectrum k-distribution (FSK) approach has become a promising method for
radiative heat transfer calculations in strongly nongray participating media, due to its
ability to achieve high accuracy at a tiny fraction of the line-by-line (LBL) computational
cost. However, inhomogeneities in temperature, total pressure, and component mole frac-
tions severely challenge the accuracy of the FSK approach. The objective of this paper is
to develop a narrow band-based hybrid FSK model that is accurate for radiation calcu-
lations in combustion systems containing both molecular gases and nongray particles
such as soot with strong temperature and mole fraction inhomogeneities. This method
combines the advantages of the multigroup FSK method for temperature inhomogeneities
in a single species, and the modified multiscale FSK method for concentration inhomo-
geneities in gas-soot mixtures. In this new method, each species is considered as one
scale; the absorption coefficients within each narrow band of every gas scale are divided
into M exclusive spectral groups, depending on their temperature dependence. Accurate
and compact narrow band multigroup databases are constructed for combustion gases
such as CO2 and H2O. Sample calculations are performed for a 1D medium and also for
a 2D axisymmetric combustion flame. The narrow band-based hybrid method is observed
to accurately predict heat transfer from extremely inhomogeneous gas-soot mixtures with/
without wall emission, yielding close-to-LBL accuracy. �DOI: 10.1115/1.4000236�

1 Introduction
Radiative heat transfer is a very important mode of heat transfer

in high temperature combustion systems and atmospheric pro-
cesses. Radiation calculations in participating media can be most
accurately performed by the line-by-line �LBL� approach. How-
ever, LBL calculations require huge computer resources �both
computational time and memory�. For accurate and computation-
ally efficient solutions of the radiative transfer equation �RTE�,
several models have been proposed, applying the concept of reor-
dering the absorption coefficient across the entire spectrum. These
include the spectral-line-based weighted-sum-of-gray-gases
�SLW� model �1�, the absorption distribution function �ADF�
method �2�, and the full-spectrum k-distribution �FSK� method
�3�. Although the FSK scheme is exact for radiative calculations
in homogeneous media, its application to strongly inhomogeneous
emitting-absorbing mixtures, containing both molecular gases and
nongray soot particles, challenges its accuracy.

Several advancements to the k-distribution method have been
proposed to address the shortcomings of the basic FSK scheme.
The advanced k-distribution methods with their advantages and
shortcomings are summarized as follows.

• Single scale FSK. 8–10 RTEs. Advantages: Most CPU effi-
cient; accurate for moderately inhomogeneous media. Dis-

advantages: Inaccurate for strongly inhomogeneous media;
problems with mixing of species �3�.

• Narrow band-based single-scale FSK. 8–10 RTEs. Advan-
tages: Most CPU efficient; mixing of multiphase species;
accurate for moderately inhomogeneous media. Disadvan-
tages: Inaccurate for strongly inhomogeneous media �4�.

• Fictitious gas. �8–10�N RTEs. Advantages: Accurate for
mixing �gas only� temperature and species inhomogeneity.
Disadvantages: Inaccurate for multiphase mixing; computa-
tionally expensive �2�.

• Multiscale FSK (MSFSK). N� �8–10� RTEs. Advantages:
Accurate for mixing and species �gas only� inhomogeneity.
Disadvantages: Inaccurate for strong temperature inhomoge-
neity and multiphase mixing �5�.

• Multigroup FSK (MGFSK). M � �8–10� RTEs. Advantages:
Accurate for temperature inhomogeneity in a single gas.
Disadvantages: No mixing of species; inaccurate for species
inhomogeneity �6�.

• Narrow band-based MSFSK. N� �8–10� RTEs. Advan-
tages: Better accuracy for mixing of gases than MSFSK;
potential for multiphase mixing. Disadvantages: Inaccurate
for strong temperature inhomogeneity �7�.

• Multiscale multigroup FSK (MSMGFSK). N�M � �8–10�
RTEs. Advantages: Accurate for general inhomogeneity
problems in gas mixtures. Disadvantages: Inaccurate for
multiphase mixing �8�.

• Narrow band-based modified MSFSK. N� �8–10� RTEs.
Advantages: Accurate for multiphase mixing and species in-
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homogeneity. Disadvantages: Inaccurate for strong tempera-
ture inhomogeneity �9�.

Soot radiation constitutes an important part of radiation calcu-
lations in luminous flames. Because of the difficulties in soot
modeling, soot radiation in combustion flames was commonly
treated as gray �10�. Nongray soot with gas mixtures was investi-
gated by Solovjov and Webb �11� using the SLW method, by
Wang et al. �12� using the single-scale FSK method, and by Pal
and Modest �9� using the narrow band-based modified MSFSK
method. The modified MSFSK method has been found to produce
high accuracy for isothermal multiphase mixtures with species
concentration inhomogeneities. However, the modified MSFSK
method fails in the presence of strong temperature inhomogene-
ities.

FSK calculations are very accurate and time efficient, provided
that the required full-spectrum k-distributions are known, which
are tedious to compile from spectroscopic databases. Wang and
Modest �13� compiled a high accuracy, compact database of nar-
row band k-distributions for CO2 and H2O. Full-spectrum multi-
group databases �with 32 groups for each species� were con-
structed by Zhang and Modest �6� for carbon dioxide and water
vapor. It has been reported that close-to-LBL accuracy can be
achieved by considering only four such groups. Recently, Pal and
Modest �9� constructed a more accurate and compact full-
spectrum multigroup database containing four groups for each
species with spectral absorption coefficients for water vapor cal-
culated from HITEMP 2000, and for carbon dioxide from CDSD-
1000, which is considered more reliable �8�. The full-spectrum
multigroup databases can be used for nonhomogeneous mixtures
of gases only. Hence, narrow band multigroup databases are
needed for the important combustion gases for accurate mixing of
gases and nongray soot at the narrow band level.

In the present work, we have extended the previous �full-
spectrum-based� hybrid MSMGFSK method to a narrow band-
based hybrid MSMGFSK method, to allow incorporation of non-
gray soot into the gas mixture. In this method, soot is treated as a
single-group scale, while the combustion gases, such as CO2 and
H2O, can have a maximum of four scalable groups each. An ac-
curate and compact narrow band multigroup database has been
constructed by grouping the absorption coefficients within each
narrow band of CO2 and H2O into four groups, with absorption
coefficients of H2O calculated from HITEMP 2000, and for CO2
from CDSD-1000. Wall emission is treated within the soot scale
as was done in the modified MSFSK method �9�. First, a brief
mathematical discussion of the narrow band-based MSMGFSK
method is presented here, followed by a discussion of the con-
struction of the narrow band multigroup database. Sample calcu-
lations are performed for a 1D medium with step changes in spe-
cies concentration and temperature with/without wall emission,
and also for a 2D axisymmetric jet flame. For all cases, results are
compared with FSK, MSFSK, and LBL calculations.

2 The Narrow Band-Based MSMGFSK Approach
A brief mathematical derivation of the narrow band-based

MSMGFSK method is presented here. A participating medium
containing molecular gases and nongray soot is considered. Scat-
tering from the medium is assumed to be gray. The radiative trans-
fer equation �RTE� for such a medium can be written as �14�

dI�

ds
= ����� �Ib� − ������ � + �s�I� +

�s

4�
�

4�

I��ŝ����ŝ, ŝ��d��

�1�

which is subject to the boundary condition

at s = 0: I� = 	Ib�w +
1 − 	

�
�

2�

I��n̂ · ŝ�d� �2�

Here, I� is the spectral radiative intensity, �� is the absorption
coefficient, Ib� is the spectral blackbody intensity �or Planck func-
tion�, �s is the gray scattering coefficient, � is the scattering
phase function, and wavenumber � is the spectral variable. The
vector �� contains state variables that affect ��, which include
temperature T, total pressure P, and gas mole fractions x�: ��
= �P ,T ,x��. The boundary wall has been assumed to be gray and
diffuse with 	 being the emittance, n̂ being the surface normal, ŝ
being the unit direction vector of incoming ray radiation, and �
being the solid angle.

The mixture’s spectral absorption coefficient �� is first sepa-
rated into contributions from N−1 component gases and soot, and
the radiative intensity I� is also broken up accordingly

�� = �
n=1

N

�n�, I� = �
n=1

N

In� �3�

The RTE in Eq. �1� is transformed into N component RTEs, one
for each species or scale. For each scale, this leads to

dIn�

ds
= �n���� �Ib� − ������ � + �s�In�

+
�s

4�
�

4�

In��ŝ����ŝ, ŝ��d��, for n = 1, . . . ,N �4�

The intensity In� is due to the emission by the n-th scale, but
subject to absorption by all the scales. Now the spectral locations
of the n-th gas absorption coefficients �n�, along with the n-th gas
scale’s radiative intensity In�, are sorted into M exclusive groups,
that is

�n� = �
m=1

Mn

�nm�, In� = �
m=1

Mn

Inm� for n = 1, . . . ,N − 1 �5�

Considering the soot scale as a single-group scale, the RTE for the
m-th group of the n-th gas scale is transformed into

dInm�

ds
= �nm���� �Ib� − ������ � + �s�Inm�

+
�s

4�
�

4�

Inm��ŝ����ŝ, ŝ��d��, for n = 1, . . . ,N − 1;

m = 1, . . . ,Mn�gas scales� �6�

Note that the intensity Inm� is due to the emission by the m-th
group of the n-th gas species �the nm-th group�, but subject to
absorption by all groups of the other gases, soot �single-group
scale�, and its own group. There is no overlap among groups of a
single species and, therefore, there is no emission over wavenum-
bers where �nq��q�m� absorbs. Thus, in Eq. �6�

�� = �nm� + �
l=1

l�n

N

�
q=1

Ml

�lq� �7�

As was done in the modified MSFSK formulations �9�, radiation
from soot and from wall emission are combined into a single
scale, due to their continuous nature. When wall emissions is
added to the soot scale, Eq. �2� can be written as
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at s = 0:

�Inm� =
1 − 	

�
�

2�

Inm��n̂ · ŝ�d� for n = 1, . . . ,N − 1;

m = 1, . . . ,Mn�gas scales�

Is� = 	Ib�w +
1 − 	

�
�

2�

Is��n̂ · ŝ�d� for n = s = N�soot scale� 	
�8�

where the subscript s denotes the soot scale.
We now apply the FSK scheme �15� to each RTE. This process

is demonstrated for the RTEs of each group of the gas scales. For
the soot scale, i.e., the N-th scale �n=s�, the same procedure needs
to be followed for a scale with a single group, Ms=1. First, Eq. �6�
is multiplied by Dirac’s delta function 
�knm−�nm���� 0��, followed
by division with

fnm�T0,�� 0,knm� =
1

Ib�T0��
0

�

Ib��T0�
�knm − �nm���� 0��d� �9�

where �� 0 and T0 refer to a reference state, and knm is the reordered
absorption coefficient variable of the nm-th group of a gas scale.
The resulting equation is then integrated over the entire spectrum,
leading to

dInmg

ds
= knmanmIb − �nmInmg +

�s

4�
�

4�

Inmg�ŝ����ŝ, ŝ��d��

for n = 1, . . . ,N − 1; m = 1, . . . ,Mn

for n = s; m = 1�nm = s�
�10�

where

Inmg =�
0

�

Inm�
�knm − �nm���� 0��d� / fnm�T0,�� 0,knm� �11�

The cumulative k-distribution g is the nondimensional spectral
variable of the reordered spectrum, and for the m-th group of the
n-th scale �8�

gnm =�
0

knm

fnm�T0,�� 0,k�dk �12�

am is the stretching factor for the m-th group of the n-th scale �8�,
and is calculated from

anm =
fnm�T,�� 0,knm�
fnm�T0,�� 0,knm�

�13�

and, finally, �nm is the overlap parameter of the m-th group of the
n-th scale �8� with all other scales, and can be written as

�nmInmg = knmInmg

+

0

���l�n�q=1
Ml �lq���� ��Inm�
�knm − �nm���� 0��d�

fnm�T0,�� 0,knm�

�14�

Similarly, FSK reordering is performed on the boundary condi-
tion�s� with respect to �nm���� 0� for each group of the gas scales,
and �s���� 0� for the soot scale, which results in

at s = 0:

�Inmg =
1 − 	

�
�

2�

Inmg�n̂ · ŝ�d� for n = 1, . . . ,N − 1;

m = 1, . . . ,Mn

Isg = 	awIbw +
1 − 	

�
�

2�

Isg�n̂ · ŝ�d� for n = s = N 	
�15�

where aw is the stretching factor for wall emission defined as

aw =
fs�Tw,�� 0,ks�
fs�T0,�� 0,ks�

�16�

Tw is the wall temperature, which may be different from the me-
dium temperature T.

Finally, the total radiative intensity is found by integrating each
group over spectral space g, followed by summing over all groups
and scales as

I = �
n=1

N

�
m=1

Mn

Inm = �
n=1

N

�
m=1

Mn �
gmin

1

Inmgdgnm �17�

The second term on the right hand side of Eq. �10� is due to the
overlap of the absorption coefficient of the m-th group of the n-th
scale �nm� with those of all other scales, which occurs over a part
of the spectrum. The overlap parameter is a function of the state
variables, as well as of the k-g distributions. Here we follow the
approximate approach for overlap parameter calculations, as was
done in the modified MSFSK method for gas-soot mixtures, as-
suming that the intensity emanating from a homogeneous nonscat-
tering layer bounded by black walls is predicted exactly �9�.

In Eq. �10�, the reordering is performed in terms of absorption
coefficients �nm�, and the interaction between �nm� and �� during
the reordering process is lumped into the overlap parameter �nm.
The reordering can also be performed in terms of ��, which, for a
nonscattering homogeneous layer at temperature T, and bounded
by a black wall at temperature Tw, leads to

dInmg
�

ds
=

knm
� Ib

f�T,�� ,k�
− kInmg

� �for n = 1, . . . ,N − 1; m = 1, . . . ,Mn

for n = s; m = 1�nm = s� �
�18�

where

f�T,�� ,k� =
1

Ib�T��
0

�

Ib��T�
�k − ����� ��d� �19�

Inmg
� =�

0

�

Inm�
�k − ����� ��d�/f�T,�� ,k� �20�

knm
� =

1

Ib
�

0

�

Ib��T��nm�
�k − ����� ��d� �21�

Reordering the boundary condition�s� with respect to ����� leads
to
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at s = 0:

�Inmg
� =

1 − 	

�
�

2�

Inmg
� �n̂ · ŝ�d� forn = 1, . . . ,N − 1;

m = 1, . . . ,Mn

Isg
� = 	

f�Tw,�� ,k�
f�T,�� ,k�

Ibw +
1 − 	

�
�

2�

Isg
� �n̂ · ŝ�d� for n = s = N 	

�22�

The solutions to Eqs. �10�, �15�, �18�, and �22� for a homogeneous
layer at temperature T bounded by black walls can be obtained
analytically, and the total exiting intensities from each group of
the gas scales from a layer of thickness L are

Inm =�
0

1

Inmgdg

=�
0

�
knm

�nm
Ib�1 − exp�− �nmL��fnm�T,�� ,knm�dknm

for n = 1, . . . ,N − 1; m = 1, . . . ,Mn �23�

and

Inm
� =�

0

1

Inmg
� dg =�

0

�
knm

�

k
Ib�1 − exp�− kL��dk,

for n = 1, . . . ,N − 1; m = 1, . . . ,Mn �24�

respectively. Since wall emission is added to the soot scale, the
total exiting intensity from the soot scale from a layer of thickness
L is

Is =�
0

1

Isgdg =�
0

�

awIbw exp�− �sL�fs�T,�� ,ks�dks

+�
0

�
ks

�s
Ib�1 − exp�− �sL��fs�T,�� ,ks�dks = Is1 + Is2 �25�

where Is1 is shorthand for the first term �wall emission�, and Is2 for
the second term �medium emission�, and

Is
� =�

0

1

Isg
� dg =�

0

�

Ibwf�Tw,�� ,k�exp�− kL�dk

+�
0

�
k�

k
Ib�1 − exp�− kL��dk = Is1

� + Is2
� �26�

where, again, Is1
� �wall emission� and Is2

� �medium emission� ab-
breviates the first and second term, respectively.

The spectrally integrated intensity Inm should be equal to Inm
�

�for each group of the gas scales�, and Is should be equal to Is
� �for

the soot scale�. For the m-th group of the n-th gas scale, this
requirement leads to

�nm = k and knmfnm�T,�� ,knm�dknm = knm
� �k�dk �27�

Equation �27� provides the relationship between �nm and knm that
is required to solve Eq. �10�. One convenient way of determining
�nm is using the relationship �5�

�
0

knm

knmfnm�T,knm�dknm =�
0

k=�nm

knm
� �k�dk �28�

For the soot scale, we use the strategy that the overlap parameter
�s is determined by equating medium emission Is2 and Is2

� , as was
done in the modified MSFSK formulation �9�. To equate the over-
all intensity for the soot scale, the wall emissions Is1 and Is1

� must

also be equal. The expression for Is1
� is rearranged, employing the

approximation for �s, as

Is1
� =�

0

�
f�Tw,�� ,�s�
ks

��T,�� ,�s�
ksIbw exp�− �sL�fs�T,�� ,ks�dks �29�

By comparison with the expression for Is1 in Eq. �24�, it is clear
that if

aw�ks� =
f�Tw,�� ,�s�
ks

��T,�� ,�s�
ks, �s = �s�ks� �30�

then Is1 is equal to Is1
� .

3 Evaluation of Overlap Parameter
For efficient calculations, the overlap parameter needs to be

available from a database of narrow band multigroup �NBMG�
k-distributions for individual gas species. The advantages of using
NBMG k-distributions are: �1� groups within each narrow band
are scalable, and hence can be combined to obtain coarser k-g
distributions; �2� the use of NBMG k-distributions of individual
gas species allows the inclusion of nongray absorbing particles in
the participating medium �4�; �3� mixing of k-g distributions is
more accurate when performed at the narrow band level, as com-
pared with the full-spectrum level; and �4� since the wavenumbers
within a narrow band are grouped according to their temperature
dependence, NBMG k-distributions can be used to construct full-
spectrum multigroup k-g distributions, which are known to be
more accurate for temperature inhomogeneities in multiphase
mixtures.

For the m-th group of the n-th gas scale, substituting Eq. �21�,
the right hand side �RHS� of Eq. �28� may be rewritten in terms of
a narrow band-based knm

�

RHS = �
i=1

Nnb
Ibi

Ib
�

0

k=�nm

knm,i
� �k�dk

=�
0

k=�nm

�
i=1

Nnb
Ibi

Ib

1

�
�

�

�nm�
�k − ���d�dk �31�

where knm,i
� is the narrow band counterpart of knm

� , Nnb is the
number of narrow bands comprising the entire spectrum, and the
narrow band integrated Planck function Ibi is defined as

Ibi =�
�i

Ib�d� �32�

As always, in the narrow band-based k-distribution approach, we
have assumed that Ib� is constant over �i and can be approxi-
mated by Ibi /�i.

In order to evaluate the integrals involving knm,i
� in Eq. �31� in

terms of NBMG k-distributions, we consider the quantity Qnm as

Qnm =
1

�
�

�

�nm� exp�− ��L�d� �33�

for the i-th narrow band. Physically, Qnm is related to emission
from the m-th group of the n-th scale for the given narrow band i,
attenuated over path L by the entire gas mixture. Qnm can be
rewritten as

Qnm =
1

�
�

�

�nm��
0

�

exp�− kL�
�k − ���dkd�

=�
0

�

knm,i
� exp�− kL�dk = L�knm,i

� � �34�

i.e., Qnm is the Laplace transform of knm,i
� .
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Previously, in the modified MSFSK development �9�, it was
shown that, �1� on a narrow band basis, the spectral behavior of
different species is essentially statistically uncorrelated, and �2�
the soot absorption coefficient is approximately constant across
each narrow band �4,7,9�. Since the wavenumbers within a narrow
band are placed into exclusive spectral groups, the assumption of
statistical uncorrelatedness in spectral behavior between a group
�within a narrow band� of one gas species and the narrow band of
another gas species still holds. With this assumption, Qnm can be
written as �after applying the k-distribution method �9��

Qnm �
gnm,i=0

1

�
l�s,n

N ��
gl,i=0

1

knm,i exp�− �
l�s,n

kl,iL − knm,iL

− k̄s,iL�dgl,i�dgnm,i �35�

where ks,i is the narrow band average value of the soot absorption
coefficient.

Equating Eqs. �34� and �35�, we have

L�knm,i
� �  �

gnm,i=0

1

�
l�s,n

N ��
gl,i=0

1

knm,i exp�− �
l�s,n

kl,iL − knm,iL

− k̄s,iL�dgl,i�dgnm,i �36�

Using the integral property of the Laplace transform and then
taking the inverse, we obtain

�
0

k=�nm

knm,i
� �k�dk �

gnm,i=0

1

�
l�s,n

N ��
gl,i=0

1

knm,iH��nm − �
l�s,n

kl,i

− knm,i − k̄s,i�dgl,i�dgnm,i �37�

where H is the Heaviside step function.
The LHS of Eq. �28� is also readily expressed in terms of nar-

row band k-distributions for the m-th group of n-th gas scale as

LHS =�
0

knm

knm

1

Ib
�

0

�

Ib�
�knm − �nm��d�dknm

= �
i=1

Nnb
Ibi

Ib
�

0

knm

knm

1

�i
�

�i


�knm − �nm��d�dknm

= �
i=1

Nnb
Ibi

Ib
�

0

gnm,i�knm�

knm,idgnm,i �38�

Equating the LHS and RHS, we obtain a generic expression for
the determination of the overlap parameter �nm of the m-th group
of the n-th gas scale, based on NB k-distributions of individual
gas species as

�
i=1

Nnb
Ibi

Ib
�

0

gnm,i�knm�

knm,idgnm,i

= �
i=1

Nnb
Ibi

Ib
�

gnm,i=0

1

�
l�s,n

N ��
gl,i=0

1

knm,iH��nm − �
l�s,n

kl,i − knm,i

− k̄s,i�dgl,i�dgnm,i; for
n = 1, . . . ,N − 1,

m = 1, . . . ,Mn�gas scales�
�39�

The integrals in Eq. �39� can be evaluated efficiently, based on the
NBMG database, as outlined by Wang and Modest �7�. The over-
lap parameter for soot, being treated as a single-group scale, can

be obtained from the modified MSFSK formulation of Pal and
Modest �9�.

4 Evaluation of Modified Wall Stretching Factor
Incorporation of wall emission into the soot scale, Eq. �15�,

introduces the wall stretching factor aw �9�. It was demonstrated
by Pal and Modest �9� that MSFSK calculations using the modi-
fied aw from Eq. �30� are more accurate, as compared with calcu-
lations using the direct aw from Eq. �16�, because only the modi-
fied aw recovers the LBL results for homogeneous media with
arbitrary boundary wall temperatures. For the calculation of the
modified aw in the present narrow band-based hybrid method, the
same approach was considered as outlined in the modified MS-
FSK formulations �9�.

5 NBMG Database Construction
Accurate and compact databases of NBMG k-distributions are

constructed as part of this work. The spectral absorption coeffi-
cients for water vapor are calculated from HITEMP 2000, and for
carbon dioxide from CDSD-1000. The resulting NBMG k-g dis-
tributions of the combustion gases are stored for various values of
total pressure, local gas temperature, and species mole fraction, as
described in Ref. �13�, but now for four groups.

The wavenumbers within each narrow band of the gas species
in 0.01 cm−1 intervals are placed into four exclusive spectral
groups according to the temperature dependence of the absorption
coefficients. Details of the grouping of wavenumbers can be ob-
tained from Ref. �8�. Once all spectral locations are grouped, the
narrow band k-g distributions are calculated for each group and
each gas species. Details of the k-g distribution construction can
be obtained from Ref. �13�. After the calculation of the initial
k-distributions, data compaction is performed using a Gaussian
quadrature scheme with fixed g-values, as outlined by Wang and
Modest �13�.

To obtain the k-distribution for an arbitrary state, interpolation
is needed between precalculated states stored in the database. For
a single gas species, the k-distribution is specified by total pres-
sure �P�, local gas temperature �T�, and mole fraction �x�. Hence,
three-dimensional interpolation in �P ,T ,x� is required. In order to
achieve acceptable accuracy with small computational cost, a 1D
spline interpolation is used for T, and bilinear interpolation for
P-x� �13�.

The newly constructed NBMG database is scalable, i.e., for
faster computation, the groups can be combined to obtain coarser
groups, both at the narrow band and full-spectrum level. The nar-
row band k-g distributions of the combined group n from finer
groups m can be calculated �6,8� as

1 − gn,i�k� = �
m

�1 − gm,i�k�� �40�

where gn,i and gm,i are the cumulative k-distributions of the i-th
narrow band for the same k-values of the combined groups and
original groups, respectively �6�.

6 Sample Calculations

6.1 1D Problem. Sample calculations were performed for a
1D medium, containing emitting-absorbing CO2–H2O–N2 gas
mixtures, as well as soot, confined between cold black walls. The
mixture consists of two different homogeneous layers �denoted as
left and right layers/column� adjacent to each other at a total pres-
sure of 1 bar. The left layer has a fixed width of 50 cm. The width
of the right layer was varied in the calculations. The radiative heat
flux leaving from the right layer �i.e., radiative flux at the right
wall� was calculated using the LBL method, the single-scale FSK
method, the modified MSFSK method, and the present narrow
band-based MSMGFSK method �using two and four groups�.
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For all LBL calculations, absorption coefficients of CO2 and
H2O were obtained from the CDSD-1000 and the HITEMP spec-
troscopic databases, respectively, and for the k-distribution based
calculations, the k-g data for CO2 and H2O from the new narrow
band multigroup databases. Soot absorption coefficients were
evaluated, invoking the assumption of small particles �scattering
from the agglomerated soot particles was ignored for all sample
calculations� with the complex index of refraction given by Chang
and Charalampopoulos �16�.

Figure 1 shows the results for the case of a gas–soot mixture
with mole fraction step changes in all three scales: CO2, H2O, and
soot. The left layer contains 20% CO2, 2% H2O, and no soot,
while the right layer contains 2% CO2, 20% H2O, and 0.1 ppm
soot. Both layers are at a constant temperature of 1000 K. In this
inhomogeneous problem, the error of the basic single-scale FSK
method reaches more than 20%. In comparison to that, if the
gas-soot mixture is broken up into several scales, one for each
species, the modified MSFSK method produces considerably
more accurate solutions, with a maximum error below 4%. The
narrow band-based MSMGFSK calculations were performed us-
ing two or four groups for each gas scale, and soot was considered
as a single-group scale. Both the two and four groups based
MSMGFSK calculations result in slightly better accuracy �maxi-
mum error limited to less than 3%� compared with the modified
MSFSK method.

Figure 2 shows the results for the case of a gas-soot mixture
with step changes in temperature. Both layers contain 20% CO2,
20% H2O, and 0.1 ppm soot. The left layer is at 1500 K, while the
right layer is at 500 K. In this case, the maximum error of the
basic single-scale FSK method reaches 9%. The modified MSFSK
method reduces the maximum error to below 5%. Both the two
and four groups based MSMGFSK calculations still yield better
accuracy �maximum error limited to 2% for both�. It is observed
that the accuracy of the two and four groups based calculations
are close to each other, which apparently is due to the presence of
compensating errors between grouping of absorption coefficients
and mixing among different absorbing species.

Radiative transfer calculations were also performed for the case
of a gas-soot mixture with mole fraction step changes in all the
three scales �two gas species and soot� in addition to a step change
in temperature, and results are shown in Fig. 3. The left hot layer
contains 20% CO2, 2% H2O, and no soot; the right cold layer has

0.1 ppm of soot with the gas compositions reversed. It is observed
here that the two and four group-based MSMGFSK method have
a maximum error of only 5% for very high optical thickness,
whereas the single-scale FSK method incurs a maximum error
close to 60%. The modified MSFSK method incurs a maximum
error of 40%, demonstrating its inability to handle strong tempera-
ture inhomogeneities in multiphase mixtures. In all cases, it is
seen that the two group-based calculations result in excellent ac-
curacy, and only 2N RTEs need to be solved �with N as the num-
ber of species/scales�.

6.2 2D Problem. Next we consider a two-dimensional axi-
symmetric ethylene-air jet flame numerically studied by Mehta
�17�. This flame simulates the jet flame experimentally studied by
Kent and Honnery �18�. The burner of this Kent and Honnery
flame �KH87� consists of a cylindrical nozzle of diameter dj
=3 mm. The Reynolds number varies from 7500 to 15,000. A
three-dimensional wedge-like �wedge angle of 10 deg� grid sys-
tem was employed to simulate the axisymmetric flame by apply-
ing periodic boundary conditions on the sides. The dimensions in
the x- and z-directions are 30dj and 250dj, respectively. The de-
tails of modeling the KH87 flame can be found elsewhere �17�.
The converged results of that study were used as a frozen data
field for radiation calculations. CO2, H2O, CO, and soot are the
major products of combustion, and hence, are considered in radia-
tion calculations in addition to ethylene �fuel�. The concentrations
of the major species and the temperature data are shown in Fig. 4.
The pressure is uniform �equal to 1 bar�. The local radiative heat
source term is calculated using the LBL, the basic single-scale
FSK, the modified MSFSK, and the two and four group narrow
band-based MSMGFSK approaches, employing the P-1 method as
the RTE solver. Relative errors are determined by comparison
with LBL as

error�%� =
� · qLBL − � · qFSK/MSFSK/MSMGFSK

� · qLBL,max
� 100 �41�

For 2D LBL calculations, the absorption coefficients of C2H4 and
CO were obtained from the HITRAN-2004 �19� and HITEMP
�20� spectroscopic databases, respectively. Narrow band single-
group databases of k-g distributions were compiled for gas species
such as C2H4 and CO, as outlined by Wang and Modest �13�, and
were used for 2D calculations. The total number of RTEs solved
in each method for the 2D problem is: 1.5 million for LBL, 10 for
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Fig. 1 Nondimensional heat flux leaving an inhomogeneous
slab at a total pressure of 1 bar with step changes in mole
fraction: The left layer contains 20% CO2, 2% H2O, and no soot,
and the right layer contains 2% CO2, 20% H2O, and 0.1 ppm
soot; both layers are at a constant temperature of 1000 K
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single-scale FSK, 4�10 for modified MSFSK �CO2 and H2O as
combined scale, each other species as one scale�, and 7�10 and
11�10 for narrow band-based MSMGFSK �each species as one
scale, CO2 and H2O scales having two and four groups each,
respectively�, where 10 is the number of quadrature points.

The local radiative heat source term calculated using the LBL
method is shown in Fig. 5�a�. Figure 5�b� shows that the single-
scale FSK method generates large errors for gas-soot mixtures
with varying ratios of concentrations �the maximum error in the
present problem reaches as much as 35% near the inlet�. In the
multiscale approach, CO2 and H2O are combined into a single
scale since they have approximately the same ratio of concentra-
tion throughout the combustion chamber, while C2H4, CO, and
soot are treated as single-group individual scales. Mixing of CO2
and H2O is performed with their local concentrations using the
narrow band-based k-distribution mixing rule �4�. The maximum
error is now limited to 7% near the inlet �region of high errors�, as
seen in Fig. 5�c�. Figure 5�d� shows the errors incurred in the two
group narrow band-based MSMGFSK calculations. In this ap-
proach, the C2H4, CO, and soot are treated as single-group scales,
while CO2 and H2O are treated as two separate scales, each hav-
ing two spectral groups. The maximum error for this case is lim-
ited to 4%. The results from the four group-based MSMGFSK
methods are approximately the same as the two group case and,
hence, are not shown here. This is a substantial improvement, and
the accuracy of the new narrow band-based MSMGFSK approach
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Fig. 3 Nondimensional heat flux leaving an inhomogeneous
slab at a total pressure of 1 bar with step changes in tempera-
ture and mole fraction: The hot left layer contains 20% CO2, 2%
H2O, and no soot at 1500 K, and the cold right layer contains
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Fig. 4 Temperature and mole fraction distributions in numerically simulated KH87 flame, „a… tem-
perature distribution, „b… mole fraction distribution of H2O and approximately CO2 „wherever there is
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for gas-soot mixtures is clearly demonstrated. CPU time for the
LBL calculations is approximately 56 h on a 2.4 GHz AMD
Opteron machine, while the single-scale FSK, the modified MS-
FSK, the two group-based MSMGFSK, and the four group-based
MSMGFSK take only 7 s, 41 s, 78 s, and 110 s �i.e., typical times
required for chemistry calculations in a combustion problem�, re-
spectively, for this calculation. This implies factors of 3�104, 5
�103, 2.5�103, and 2�103 CPU time improvement, respec-
tively, over LBL cost.

7 Conclusion
In this paper, a new narrow band-based multiscale multigroup

full-spectrum k-distribution method has been developed for radia-
tion calculations involving nongray gas-soot mixtures with gray
wall emission. This spectral method is capable of producing close-
to-LBL accuracy for radiation calculations in general combustion
problems with multiphase mixtures, temperatures, and concentra-
tion inhomogeneities. Accurate and compact narrow band multi-
group databases were constructed for the most important combus-
tion gases: CO2 and H2O. Sample calculations were performed for
both 1D media and for a 2D ethylene-air jet flame with gas-soot
mixtures. The narrow band-based hybrid method is more accurate
than the single-scale FSK method for all the cases, and more
accurate than the modified MSFSK method for cases with tem-
perature inhomogeneity. It is observed that the two group-based
calculations produce similar accuracy as the four group-based cal-
culations, both yielding close-to-LBL accuracy, but requiring less
computational time. In realistic combustion problems, the narrow
band-based multiscale multigroup method is able to provide very
accurate results �an order of magnitude more accurate than the
FSK, and with several orders of magnitude lesser computational
cost than LBL�.
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The radiative properties of numerically generated fractal soot aggregates were studied
using the numerically accurate generalized multisphere Mie-solution method. The fractal
aggregates investigated in this study contain 10–600 primary particles of 30 nm in
diameter. These fractal aggregates were numerically generated using a combination of
the particle-cluster and cluster-cluster aggregation algorithms with fractal parameters
representing flame-generated soot. Ten different realizations were obtained for a given
aggregate size measured by the number of primary particles. The wavelength considered
is 532 nm, and the corresponding size parameter of primary particle is 0.177. Attention
is paid to the effect of different realizations of a fractal aggregate with identical fractal
dimension, prefactor, primary particle diameter, and the number of primary particles on
its orientation-averaged radiative properties. Most properties of practical interest exhibit
relatively small variation with aggregate realization. However, other scattering proper-
ties, especially the vertical-horizontal differential scattering cross section, are very sen-
sitive to the variation in geometrical configuration of primary particles. Orientation-
averaged radiative properties of a single aggregate realization are not always sufficient
to represent the properties of random-oriented ensemble of fractal aggregates.
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1 Introduction
The absorption and scattering properties of combustion-

generated soot are required in many applications related to com-
bustion and heat transfer. It is important to know the radiative
properties of soot to quantify its contribution to thermal radiation
transfer in flames, fires, and combustion systems. The radiative
properties of soot are also essential in many optically based diag-
nostic techniques for quantitative measurements of soot proper-
ties, such as volume fraction and morphology �primary particle
diameter and aggregate size�. For example, the absorption cross
section of soot aggregates is required to calculate the laser energy
absorption rate and the thermal radiation intensity in laser-induced
incandescence �LII� techniques when the effect of soot particle
aggregation is taken into account �1,2� and the scattering proper-
ties of soot are required in multi-angle laser elastic scattering tech-
niques for soot morphology measurements �3,4�.

It has been established through thermophoretic sampling and
subsequent transmission electron microscopy analysis that
combustion-generated primary soot particle diameters fall in the
range 10–60 nm for most combustion sources and, thus, can be
reasonably assumed to be in the Rayleigh regime for the visible
spectrum. It is also well known that soot forms aggregates con-
taining nearly spherical primary particles �5,6�. Within any given
aggregate, the sizes of the primary particle have a narrow distri-
bution and can be approximately treated as identical in diameter
�6�. Although there is a small degree of overlapping, bridging, or
necking between two neighboring primary particles, it is reason-
able to assume that primary particles are in point-contact �6�. This
is an assumption commonly made in almost all theoretical and

numerical studies of the optical properties of soot aggregates. Un-
der these assumptions, the structure of soot aggregates can be
described as mass fractal �5�. Due to such rather complex struc-
ture of soot aggregates, their optical properties cannot be ad-
equately described by the Rayleigh approximation or the Mie-
solution for the volume based equivalent sphere �7,8�, since the
rather open structure of soot aggregates cannot be represented by
a compact sphere.

Various approximate methods have been developed and applied
to calculate the radiative properties of fractal soot aggregates,
such as the Rayleigh–Debye–Gans �RDG� theory �9�, the discrete-
dipole approximation �10�, and the coupled electric and magnetic
dipole �CEMD� method �11�. Although these methods are in gen-
eral computationally efficient, especially the RDG theory, they
can produce very inaccurate results under certain conditions. Two
numerically accurate methods have been recently developed to
predict the radiative properties of aggregates formed by nonover-
lapping spherical particles: the cluster T-matrix method �CTM�
�12,13� and the generalized multisphere Mie-solution �GMM�
�14,15�. Executions of these numerically accurate methods require
the position, diameter, and refractive index of each constituent
sphere �primary particle�. Although CTM has become the most
popular method to study the radiative properties of various scat-
ters �16–20�, GMM has also been demonstrated to be a powerful
tool to study the radiative properties of various particles
�14,15,21,22�. In fact, CMT and GMM share a very similar theo-
retical framework, though differences exist �23�. However, GMM
offers some advantages over CTM as discussed by Xu and Khle-
btsov �23�.

To represent the radiative properties of randomly oriented ag-
gregates of a large population two kinds of averaging have been
used �16�: one is the orientation averaging and the other is con-
figuration or realization averaging. In the orientation averaging
radiative properties are calculated for many different incident di-
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rections for a single aggregate, and the results of all the orienta-
tions are averaged. In the latter, however, radiative properties are
calculated for many different aggregates of identical morphologi-
cal parameters at a fixed incident direction, and the results are
averaged over all the configurations. A common assumption made
in such practice is that orientation-averaged radiative properties of
a single fractal aggregate can be used to represent those of an
ensemble of random aggregates of identical morphological param-
eters �fractal dimension, prefactor, primary particle diameter, and
number of primary particle� and optical properties �refractive in-
dex�. Although this assumption seems reasonable based on the
fact that the identical morphology parameters imply any fractal
aggregate in this ensemble obey the same fractal scaling law and
have the same radius of gyration, it is nevertheless questionable if
one considers another fact that there are endless possibilities to
generate a fractal aggregate of identical morphological param-
eters; i.e., the arrangement of individual constituent particles
within the aggregate can still be random under the constraint that
the fractal scaling law is satisfied.

This assumption has been recently investigated by Kolokolova
et al. �17� and Liu and Mishchenko �19� using CTM. In the study
of Kolokolova et al. �17�, aggregates were numerically con-
structed using ballistic particle-cluster and cluster-cluster aggrega-
tion procedures �24,25�. Although it was not explicitly indicated
in the study of Kolokolova et al. �17�, these aggregates are indeed
fractal, with a fractal dimension between 1.75 and 2.0 for cluster-
cluster aggregation and about 2.45 for particle-cluster aggregation
�25�. Moreover, Kolokolova et al. �17� did not mention the fractal
dimensions for the aggregates they investigated. They investigated
fractal aggregates containing 16 up to 128 primary particles and
different primary particle size parameters in the range between
0.125 and 1.25. CTM calculations were conducted for only three
different aggregate configurations for each set of morphological
parameters. Their results showed that there are negligible varia-
tions in the absorption efficiency and the linear polarization with
aggregate configuration; however, significant variations exist in
the scattering efficiency, asymmetry factor, and scattering inten-
sity, especially for smaller aggregates. In addition, that also found
that the circular polarization is very sensitive to the arrangement
of primary particles in an aggregate. For these reasons Kolokolova
et al. �17� concluded that the orientation-averaged radiative prop-
erties of aggregates of the same structure and size often cannot
represent those of an ensemble of such aggregates due to the
influence of different arrangements of primary particles within the
aggregate. They also recommended conducting both orientation
and configuration averaging to obtain the correct results.

Liu and Mishchenko �19� studied the effect of aggregate real-
ization �configuration� on orientation-averaged radiative proper-
ties of soot aggregates using the same solution method �CTM� as
Kolokolova et al. �17�, but a different method to numerically gen-
erate the fractal aggregates. In their study 20 different fractal ag-
gregates containing 400 primary particles were generated using
the algorithm described by Mackowski �26� along with morpho-
logical parameters typical of soot. Ensemble �realization� averag-
ing of the orientation-averaged radiative properties was then car-
ried out over the 20 realizations. The results of Liu and
Mishchenko �19� showed that the standard deviations of scattering
and absorption cross sections, the single-scattering albedo, and the
asymmetry parameter are all within 3.5% of their corresponding
mean. On the other hand, the relative differences in the scattering
matrix elements are much larger but still within 15%. Based on
these results, Liu and Mishchenko �19� concluded that the radia-
tive properties obtained for one realization of a soot aggregate can
be used to represent those of the entire ensemble of clusters hav-
ing the same morphological parameters. Although Van-Hulle et al.
�21� also investigated the effect of aggregate realization on the
radiative properties of fractal soot aggregates, their results are not

useful for examining the assumption mentioned above for the rea-
son that the fractal aggregates they generated exhibit large varia-
tions in radius of gyration.

It is somewhat surprising to observe that Kolokolova et al. �17�
and Liu and Mishchenko �19� reached opposite conclusions with
regard to the importance of configuration or realization averaging
to the radiative properties of a random-oriented ensemble of frac-
tal aggregates. The present study is motivated by these contradic-
tory findings. In this study, fractal soot aggregates containing 10–
600 identical primary particles of 30 nm in diameter were
numerically generated using a combined cluster-particle aggrega-
tion and cluster-cluster aggregation algorithm for specified fractal
parameters �fractal dimension and prefactor�. The resultant aggre-
gates of different sizes have identical fractal parameters. Numeri-
cal calculations were conducted using GMM �14,15�. We attempt
to conduct a similar study as that by Kolokolova et al. �17� and
Liu and Mishchenko �19� to provide further numerical evidence to
help answer the question if configuration averaging is necessary to
predict the radiative properties of a random-oriented ensemble of
aggregates.

2 Methodology

2.1 Numerical Generation of Fractal Aggregates. Soot, like
many other fractal objects, is formed by the aggregation of small,
nearly identical, and spherical primary particles into complex ge-
ometries. The fractal-like structure of soot aggregates obeys the
following statistical scaling law �27�:

N = kf�Rg

a
�Df

�1�

where N is the number of primary particles within the aggregate,
kf and Df are the prefactor and fractal dimension, respectively, a is
the primary particle radius, and Rg is the radius of gyration de-
fined as �28�

Rg
2 =

1

N�
i=1

N

�ri − r0�2 + a2 �2�

r0 =
1

N�
i=1

N

ri �3�

where vectors ri and r0 define the position of the center of the ith
primary particle and the center of the aggregate, respectively. For
the current study, fractal aggregates simulating flame-generated
soot were numerically generated using the particle-cluster aggre-
gation algorithm for small aggregates �up to N=31� and cluster-
cluster aggregation algorithm for larger aggregates. The algo-
rithms used in this study follow closely those described by
Filippov et al. �28�, and the details of our numerical implementa-
tion of these algorithms can be found in Ref. �22�. It is worth
noting that the algorithms for the generation of numerical fractal
aggregates in this study are also very similar to those used by Liu
and Mishchenko �19�. As demonstrated by Filippov et al. �28�, the
density correlation functions of fractal aggregates generated by
the cluster-cluster aggregation algorithm give the correct slope
when plotted against the nondimensional distance on a log-log
scale. The following morphological parameters were used in the
generation of fractal aggregates: kf =2.3, Df =1.78, and a
=15 nm, which are typical values for flame-generated soot. Frac-
tal aggregates containing N=10, 20, 50, 100, 200, 400, and 600
primary particles were generated using this combined particle-
cluster and cluster-cluster aggregation algorithm. For all the ag-
gregate sizes except N=200, ten different realizations were gen-
erated. In the case of N=200, 30 different aggregates were
constructed.

To demonstrate the variability in the arrangement of primary
particles in aggregates of identical morphology, the first six aggre-
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gate realizations for N=100 are displayed in Fig. 1. It is evident
that the aggregates can have very different arrangements of indi-
vidual primary particles. It is recognized that these aggregates are
somewhat more compact than typical soot aggregates. This is be-
cause a somewhat large value of the prefactor kf =2.3 is used.

2.2 Generalized Multisphere Mie-Solution. In this study
GMM was used to calculate the orientation-averaged radiative
properties of the numerically generated fractal aggregates. Similar
to CTM, GMM is also numerically exact and much more efficient
than the other numerical techniques based on an explicit solution
of the Maxwell equations. GMM was developed by Xu �14,15�
based on the framework of the Mie theory for a single sphere and
the addition theorems for spherical vector wave functions. GMM
provides a rigorous and complete solution to nonoverlapping mul-
tisphere light scattering problems and can be readily applied to
fractal aggregates �21,22�. The key steps involved in the develop-
ment of GMM include �a� expansion of the scattered, internal, and
incident electromagnetic fields in terms of vector spherical func-
tions; �b� formation of a linear equation system through the
boundary condition at each primary particle in the aggregate; �c�
transformation of the waves scattered by an individual primary
particle into the incident waves of the other particles in the aggre-
gate through the addition theorems for vector spherical functions;
and �d� solution of the linear system of interactive coefficients.
The absorption and scattering cross sections and the four scatter-
ing matrix coefficients are analytically given by Xu �14,15�.
GMM rigorously accounts for the multiple scattering within the
aggregate. However, GMM is still very computationally demand-
ing and memory intensive for large aggregates containing several
hundred primary particles, especially when the size parameter of
the primary particle is relatively large.

3 Results and Discussion
Numerical calculations were conducted for 532 nm wavelength,

which is of great interest in laser scattering and LII experiments.
The corresponding primary particle size parameter is xp=�dp /�,
and is relatively small at 0.177. The refractive index of soot was
assumed to be m=1.6+0.6i, which is again a typical value of soot
in the visible spectrum. Orientation averaging was achieved nu-
merically in the GMM calculations by dividing each Euler angle
into 15 equal-intervals. Although the apparent number of orienta-
tions considered is 3375, the actual number of orientations to be
calculated is doubled by selecting the feature of IDD=1 �29�.
Such level of orientation averaging is considered sufficient based
on previous studies �16�; i.e., further division of the three Euler
angles would not affect the orientation-averaged results.

3.1 Absorption and Total Scattering Cross Sections and
Asymmetry Parameter. The ensemble-averaged cross sections
of absorption and total scattering and the asymmetry parameter
were calculated using the following expressions �19�:

Cabs =
1

M �
i=1

M

Cabs
i �4�

Csca =
1

M �
i=1

M

Csca
i �5�

g =
1

MCsca
�
i=1

M

giCsca
i �6�

where subscripts abs and sca represent absorption and scattering,
respectively, and superscript i denotes orientation-averaged quan-
tities of the ith aggregate realization. The numerical results of the
absorption and total scattering cross sections and the asymmetry
parameter are summarized in Table 1. In this table, the relative
deviation � is defined as �Xi−Xmean� /Xmean�100% �X is either
Cabs, Csca, or g�. It is evident that the absorption cross section
varies negligibly with aggregate realization for all the aggregate
sizes considered. Although the total scattering cross section and
the asymmetry parameter exhibit larger variations with the aggre-
gate realization than the absorption cross section, the relative de-
viations are still considered small as they remain less than 7.5%.
Kolokolova et al. �17� reported that there are significant relative
deviations in Csca and g �about 15%� with aggregate realization
for N=16 and xp=0.125, which are comparable to the present
conditions of N=20 and xp=0.177. Unlike the results of
Kolokolova et al. �17� for N=16 and xp=0.125, however, our
results of Csca and g for N=20 and xp=0.177 do not display large
variations with aggregate realization. The relative deviations in
Csca and g for larger aggregates are similar but smaller to those
reported by Kolokolova et al. �17�. The maximum relative devia-
tions in Csca and g are also comparable to the relative errors in
Csca and g of Liu and Mishchenko �19� measured by the ratio of
standard deviation to mean.

The results for N=200 and different realizations indicate that 20
realizations seem sufficient to achieve converged results; however,
10 realizations can be considered as adequate. Nevertheless, the
results shown in Table 1 suggest that the aggregate realization or
configuration, i.e., the detailed arrangement of individual primary
particles within the aggregate, has almost no influence on the
orientation-averaged absorption cross section, and only small or
modest impact on the total scattering cross section and the asym-
metry parameter.

The present normalized averaged absorption and total scattering
cross sections over both orientation and aggregate realization for a
given aggregate size are compared with the results of RDG and

Fig. 1 The first six realizations for N=100

Table 1 Configuration-averaged absorption and total scatter-
ing cross sections and asymmetry parameter and their maxi-
mum relative deviations for orientation- and realization-
averaged results, based on ten realizations unless otherwise
noted

N
Cabs

�nm2�

Maximum
� in Cabs

�%�
Csca

�nm2�

Maximum
� in Csca

�%� g

Maximum
� in g
�%�

10 1,508.9 0.63 43.0 0.05 0.0481 3.69
20 3,046.5 1.31 154.2 1.04 0.0979 1.69
50 7,596.3 0.37 675.9 2.06 0.254 5.36
100 15,012.0 0.63 1,769.2 4.51 0.417 7.12
200 29,572.1 0.28 4,330.9 3.92 0.529 5.13
200a 29,559.0 0.60 4,312.8 4.36 0.533 6.54
200b 29,551.9 0.58 4,312.4 4.37 0.536 6.46
400 58,097.1 0.50 10,004.6 2.68 0.621 7.28
600 86,387.7 0.53 16,182.5 5.29 0.656 4.22

aBased on 20 realizations.
bBased on 30 realizations.
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our previous GMM for a single aggregate realization using the
same fractal parameters and soot refractive index �22� in Figs. 2
and 3, respectively. The superscript p indicates quantities of the
primary particle in the Rayleigh limit. It is evident from these
figures that the effect of realization averaging is quite small, con-
sistent with the results displayed in Table 1. Nevertheless, realiza-
tion averaging results in a smoother distribution of Cabs. The de-
viation of the RDG results from those of GMM or other more
accurate solutions is well known, especially for the absorption
cross section. These results indicate that it is adequate to perform
GMM calculations for the absorption and total scattering cross
sections and the asymmetry parameter of an ensemble of random-
oriented fractal aggregates using just a single realization. In this
regard, the present finding agrees with that made by Liu and
Mishchenko �19�. This conclusion has significant implications in
practice, since it means not only that previous results of the opti-
cal properties of fractal aggregates based on a single realization
are valid but also huge computing efforts can be avoided in future
studies.

3.2 Differential Scattering Cross Sections. The nondimen-
sional differential scattering cross sections k2CVV for different re-
alizations of N=100 and 400 are compared in Fig. 4; here k
=2� /� is the wavenumber, the first subscript in CVV refers to the
incident polarization, and the second to the detected polarization.
The following observations can be made from the results shown in
this figure. First, the differential cross section CVV in the near
forward directions is almost independent of the aggregate realiza-
tion. However, the angular range for such independence becomes
narrower as the aggregates become larger. Second, the differential
cross section CVV displays a relatively large sensitivity to the
aggregate realization at large scattering angles, i.e., in the back-
ward directions. These results indicate the increasing importance
of aggregate realization �arrangement of primary particles� as the
scattering angle increases. A similar observation of such behavior

of CVV has been made previously by Farias et al. �30�. The results
of horizontal-horizontal differential scattering cross section CHH
have a similar dependence on aggregate realization to CVV and
can be found in Ref. �22�. Therefore, the results of CHH are not
shown.

The scattering phase function is related to the scattering cross
sections as

���� =
4�

Csca

�CVV + CHH�
2

�7�

The effects of aggregate realization on the scattering phase func-
tion for N=100 and 400 are shown in Fig. 5. In the calculation of
the configuration-averaged phase function, the configuration-
averaged total and differential scattering cross sections are used in
Eq. �7�. The scattering quickly becomes primarily in the forward
direction as the aggregate size increases. The effect of aggregate
realization is relatively small with deviations comparable to those
for the total scattering cross section and the asymmetry parameter
given in Table 1.

Although the results shown in Fig. 4 are a clear indication that
the vertical-vertical differential scattering cross section is some-
what sensitive to the detailed arrangement of primary particles,
CVV is not the best quantity to demonstrate the importance of
aggregate realization. This is because CVV is dominated by single
scattering �31�, and a better way to reveal the importance of pri-
mary particle arrangement is to examine the quantities dominated
by multiple scattering. Such quantities include the circular polar-
ization �17� and depolarization �31,32�. It is well known that the
presence of depolarization is an indication of multiple scattering.
Here we examine depolarization quantified by the differential
scattering cross section CVH at the forward direction, i.e., at scat-
tering angle �=0 deg. The results of orientation-averaged
CVH�0 deg� for different aggregate realizations and different N
are summarized in Table 2. It is evident that CVH�0 deg� is sen-
sitive to aggregate realization and the relative variation can vary
by more than a factor of 4. For this reason, our results support the
conclusion reached by Kolokolova et al. �17� that it is important to
perform configuration averaging to obtain correct complete radia-
tive properties of random-oriented ensemble of fractal aggregates.

Fig. 2 Comparison of nondimensional aggregate absorption
cross section

Fig. 3 Comparison of nondimensional aggregate total scatter-
ing cross section

Fig. 4 Nondimensional vertical-vertical differential scattering
cross sections for different aggregate realizations and N=100
and 400
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Chen et al. �33� showed that second-order light scattering
�SOLS� �CVH is a special case of SOLS� is sensitive to the struc-
tural anisotropy of a cluster, which is determined by the arrange-
ment of primary particles. It is clear that the radiative properties of
fractal aggregates that are dominated by multiple scattering and
sensitive to the specific arrangement of primary particles require a
certain tool to describe the subtle difference from one aggregate to
the other among aggregates of identical morphology dictated by
kf, Df, a, and N. Such subtle difference has been discussed by
Seeley et al. �34� in terms of higher-order geometry of such fractal
aggregates. The results shown in Table 2 clearly indicate that the
orientation-averaged differential scattering cross section CVH cal-
culated from a particular aggregate realization cannot be used to
represent that of a random-oriented ensemble of aggregates.

Because of the large variation of CVH�0 deg� from one realiza-
tion to another, the adequacy of using only ten realizations for
obtaining its configuration-averaged value is somewhat question-
able. Nevertheless, variation of the configuration- and orientation-
averaged CVH�0 deg� with aggregate size N is plotted in Fig. 6 in
a log-log scale, since it is expected that CVH is proportional to Nx

�33�. Except for the point at the smallest aggregate size considered
�N=10�, there exists a very good linear fit with a slope of 1.43,
which is close to the value of 1.5 obtained by Chen et al. �33� for

bond-percolation clusters. The good linear fit implies that it is
reasonable to use ten realizations for configuration averaging of
CVH�0 deg�. If the point at N=10 were included in the linear fit,
a higher slope of 1.56 was obtained with a much worse fit quality.

4 Conclusion
The effect of configuration averaging on the radiative properties

of soot fractal aggregates was investigated using the generalized
multisphere Mie-solution method along with a combined particle-
cluster and cluster-cluster aggregation algorithm for generating
fractal aggregates of identical morphology. The present results
show that the orientation-averaged absorption and total scattering
cross sections and the asymmetry parameter exhibit relatively
small variation from one realization to the other with a maximum
relative deviation of less than about 7%, especially for the absorp-
tion cross section with a maximum relative deviation of about 1%.
Such effects of aggregate realization are similar to some previous
findings. Therefore, we can conclude that it is reasonable to con-
duct numerical calculations using just one aggregate realization to
represent orientation-averaged absorption and total scattering
cross sections, the asymmetry parameter, the scattering phase
function, and the vertical-vertical and horizontal-horizontal differ-
ential scattering cross sections of an ensemble of random-oriented
soot fractal aggregates. The present configuration- and
orientation-averaged absorption and total scattering cross sections
are in good agreement with our previous results obtained for a
single aggregate realization.

The arrangement of primary particles in aggregates of identical
morphological parameters has modest impact on the vertical-
vertical differential scattering cross section at larger scattering
angles. The quantities dominated by multiple scattering, such as
the vertical-horizontal differential scattering cross section, display

Fig. 5 Scattering phase functions for different aggregate real-
izations and N=100 and 400

Table 2 Orientation-averaged CVH„0 deg… „in nm2
… for different aggregate realizations and dif-

ferent aggregate sizes N

N=10 N=20 N=50 N=100 N=200 N=400 N=600

1 3.70�10−3 4.22�10−2 0.181 0.425 0.782 3.968 8.083
2 7.57�10−3 1.80�10−2 0.145 0.656 1.659 4.287 6.219
3 3.66�10−3 5.62�10−2 0.104 0.159 0.793 1.323 3.624
4 3.30�10−3 3.88�10−2 0.139 0.518 1.818 1.613 6.266
5 3.51�10−3 2.26�10−2 0.146 0.290 0.584 0.398 1.473
6 5.91�10−3 4.27�10−2 0.0897 0.480 0.990 2.477 4.201
7 7.63�10−3 2.97�10−2 0.0543 0.0778 0.294 0.961 2.545
8 1.03�10−3 1.37�10−2 0.123 0.312 0.571 4.112 5.140
9 4.35�10−3 3.81�10−2 0.091 0.304 0.937 0.803 2.276
10 2.40�10−3 1.13�10−2 0.102 0.629 1.115 1.807 2.043

Averaged 5.23�10−3 3.13�10−2 0.118 0.385 0.954 2.175 4.187

Fig. 6 Variation of configuration- and orientation-averaged
CVH„0 deg… with aggregate size N
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a much higher sensitivity to aggregate realization. For this reason,
it is concluded that a single aggregate realization cannot be used
to represent the radiative properties of a random-oriented en-
semble of aggregates as far as the vertical-horizontal differential
scattering cross section is concerned. This finding is likely appli-
cable to other quantities related to the asymmetric structure of
fractal aggregates, but further investigation is required. The
configuration- and orientation-averaged vertical-horizontal differ-
ential scattering cross sections of the soot aggregates investigated
increase with the aggregate size as N1.43.
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Nomenclature
a � radius of primary particle, nm
C � cross section area, nm2

Df � fractal dimension
g � asymmetry parameter
k � wavenumber

kf � fractal prefactor
m � refractive index
N � number of primary particles in aggregate
r � center of primary particle

r0 � center of aggregate
Rg � radius of gyration, nm
xp � size parameter of primary particle

Greek Symbols
� � wavelength, nm
� � scattering angle, deg

� � scattering phase function

Subscripts
abs � absorption

H � horizontally polarized
sca � total scattering
V � vertically polarized
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The Simplified-Fredholm Integral
Equation Solver and Its Use in
Thermal Radiation
The application of a new Fredholm integral equation solver to problems in thermal
radiation is explored. The new method provides a simplified version of Fredholm’s own
1903 solution which, while being highly important from a theoretical point of view, had
been considered too complex to provide a practical tool for solving integral equations.
The method does not involve solving large arrays of simultaneous equations; rather, the
simplified-Fredholm method provides an explicit solution. The solution consists of an
infinite series with each term containing multiple integrals. It has been found, however,
that the series can be safely truncated after about a dozen terms, and the multiple
integrals can be resolved through repeated matrix multiplications, all of this leading to a
practical methodology. Implicit in the method and highly useful in radiant analyses is the
idea of the resolvent kernel, which permits generalized solutions to be obtained, inde-
pendent of the forcing function. The method also adapts itself to a simple technique for
establishing the possible error in any result. It is illustrated here on some enclosure
problems that can be reduced to solving Fredholm’s equation in a single variable.
�DOI: 10.1115/1.4000183�

Keywords: thermal radiation, integral equations, enclosures, exchange factors, cylindri-
cal cavities, square cavities, kernel, coupled enclosures

Introduction
Integral equations arise naturally and often in thermal radiation

problems, and methods for solving them are of paramount impor-
tance. The equations encountered are generally the second kind of
Fredholm’s type, and are in either one or two variables. The gen-
eral statement of the relevant equation in one variable is

u�x� = f�x� +�
a

b

u�t�K�x,t�dt �1�

where u�x� is the unknown function and f�x� �called here the
forcing function� and K�x , t� �called the kernel� are specified func-
tions, while a and b are constants. Methods for solving this equa-
tion are given in mathematical textbooks on integral equations
�1,2�, while radiation texts �3–5� summarize some methods that
have been used in radiation analysis. A popular method in radiant
analysis, used, for example, by Daun and Hollands �6� and called
here the “numerical method,” replaces the unknown function and
the variable by sets of nodal values. It uses numerical quadrature
to approximate the integral and then ensures the equation holds at
each nodal value; this leads to set of linear algebraic equations in
the nodal values, which are solved. Other recent methods include,
for example, the Trefftz method �7�, the decomposition method �8�
�for systems of equations�, the hybrid Taylor method �9�, the WPG
method �10�, and the Petrov–Galerkin method �11�, but none of
these is particularly suited to thermal radiation problems.

Recently a new method �12� has arisen in the mathematical
literature, and it is the purpose of this paper to describe this
method and to illustrate its use on some radiation problems. In
contrast to other methods, the method gives an explicit expression
for the solution �although numerical methods are still involved
when it comes to evaluation�. In addition, the method uses the

idea of the “resolvent kernel,” which gives it a theoretic and prac-
tical advantage for radiation situations, and also it lends itself to a
technique for finding the possible error in any result. This paper is
restricted to equations in one variable, and another showing its
application to two-variable equations is planned for the future.

One prominent place where integral equations arise in radiant
analysis is in the well-known enclosure problem, where a �nor-
mally transparent� gas or vacuum is enclosed by walls of specified
temperature or heat flux distribution. Then the variable x in Eq.
�1� represents the position on the enclosure wall, the unknown
quantity, u�x� is the outgoing radiant flux or radiosity, the speci-
fied function f�x� relates directly to the specified temperature/heat
flux distribution, and the kernel K�x , t� relates to both the geom-
etry of the enclosure and its surface properties. The well-known
method of form factors and exchange factors is based on a rather
crude approximation to the integral: the “lumped area approxima-
tion.” Analyses that represent the integral rigorously are some-
times called “infinitesimal-area” analysis.

The new method described here drew directly on a 1903 analy-
sis given by Fredholm �13�. Fredholm’s analysis was ground
breaking and fundamentally important in the theoretical context
because it was the first to give the conditions under which a so-
lution to the integral solution exists and when it is unique. But
although it gave an explicit solution, that solution was never �ex-
cept for a very few special cases� used in a practical way because
of its highly complex nature. Subject to certain conditions on
K�x , t� and f�x� to be given later, Fredholm showed that for any
kernel there always exists a function H�x , t�, called the resolvent
kernel, such that the solution to Eq. �1� is

u�x� = f�x� +�
a

b

H�x,t�f�t�dt �2�

Fredholm’s expression for the resolvent kernel, which is only de-
pendent on K�x , t�, was considered intractable for practical use.
The simplification offered by Hollands �12� to this expression
reduced it to where it can be used for routine calculations, and the
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corresponding method forms the basis for the present method.
Here we describe the method, and then apply it to some well-
known problems and variations thereof, demonstrating the resol-
vent kernel’s ability to simplify problems. Next we explain the
connection between the resolvent kernel and the exchange factor
for infinitesimal analysis, and offer a calculation of such an ex-
change factor calculation.

It is useful to contrast the contribution of the present paper with
the contribution of Ref. �12�. First, the present paper gives a much
more compact description of the key equations, allowing the user
to implement them without becoming familiar with their detailed
derivation. Second, in applying the method to radiation problems
�not considered in Ref. �12��, the present paper introduces the idea
of the resolvent kernel to thermal radiation analysis and shows the
important role it can play in coupled problems. Finally, it demon-
strates that the concept of the exchange factor Ii−j applies under
infinitesimal-area analysis, by using the resolvent kernel. We now
describe the method in its compact form.

The Simplified Solution
Before giving the simplified expression for the resolvent kernel,

we first define iterated functions Kn�x , t�, n=0,1 , . . . ,�, as fol-
lows: for n=0, we have

K0�x,t� = K�x,t� �3�
otherwise they are given recursively by

Kn�x,t� =�
a

b

Kn−1�x,t1�K�t1,t�dt1 �4�

With these items defined, the expression for the resolvent kernel is

H�x,t� =

�
n=0

�

�
i=0

n

AiKn−i�x,t�

�
n=0

�

An

�5�

Prior to giving the equation for the set of coefficients Ai, we first
introduce a set of “counter matrices” denoted M�i�, i=1, . . . ,�, all
of whose entries are integers. Matrix M�1� has only one entry,
namely, 1, and Table 1 gives M�i� for i=2 to 7 �the relevant value
of i is shown at the lower left hand corner of the matrix�. The
symbol R�i� will denote the number of rows in the ith matrix, and
the symbol S�i�p will denote sum of the elements in the pth row of
the ith matrix. Thus R�5�=7 and S�5�2=2. With this in hand, Ai is
given by

A0 = 1 otherwise Ai = �
p=1

R�i�

�− 1�S�i�p�
j=1

i
J�j�M�i�p,j

M�i�p,j!
�6�

in which M�i�p,j is the jth column entry in the pth row of M�i�,
and the function J�j� is defined by

J�j� =

�
a

b

Kj−1�t,t�dt

j
, j = 1, . . . ,� �7�

The two series in Eq. �6� �one in the numerator and one in the
denominator� converge quickly, and it has been the experience of
the author that for cases tested, they both can be safely truncated
at n=13 for almost all cases of practical interest, and this is sup-
ported by the study by Hollands �12�. The choice of the maximum
n, denoted nmax, is guided by the error in the solution, a method
for calculating this error being given later.

There remains the determination of the countermatrices, M�i�
for i=8 to nmax. Each row in the matrix corresponds to one solu-
tion for the set z1 ,z2 ,z3 , . . . ,zi to the linear equation

z1 + 2z2 + 3z3 + ¯ izi = i �8�

where only positive integer solutions are allowed. That is,
z1 , . . . ,zi must all be positive integers or zero. The correspondence
between these solutions and M�i� is such that if z1=m1, z2

=m2 , . . . ,zi=mi is one solution to this equation, then the corre-
sponding row is �m1 ,m2 , . . . ,mi�. Every possible such solutions
and row must be included in M�i�, but the order of the rows is
irrelevant. For example, for i=3, there are three solutions: �0,0,1�,
�1,1,0�, and �3,0,0�, so the matrix is as given in Table 1. A simple
algorithm can be readily constructed that will generate the counter
matrix for any i: Here, one generates, in turn, each possible com-
bination of values for the set of mi and then tests each combina-
tion to see which ones satisfy Eq. �8� with z replaced by m; a
matrix containing these satisfactory values, as rows, is then con-
structed.

The above equations are greatly simplified forms of the original
equations given by Fredholm, which contained integrals of deter-
minants of size that increased with n. No approximations were
made in that simplification process. But the kernels that arise in
radiant analysis will not be amenable to the repeated analytic in-
tegrations implicit in Eq. �4�, and so their integrations will have to
be done through some approximate quadrature scheme. Hollands
�12� used an approximate scheme, which reduces them to matrix
multiplications as follows. For convenience we will make a=0
and b=1; we can do this without loss in generality because x and
t can always be scaled and the definitions of K�x , t� and f�x�
altered accordingly. Let the interval �0,1� be divided into N equal-
sized subintervals having centers at �1 , . . . ,�N, respectively. Now
define matrices Kn with n=0,1 ,2 . . . ,nmax by

Table 1 Values of counter matrices M„i… for i=2 to 7

�0 1

2 0
� 	0 0 1

1 1 0

3 0 0
	 	

0 0 0 1

0 2 0 0

1 0 1 0

2 1 0 0

4 0 0 0
	

	
0 0 0 0 1

0 1 1 0 0

1 0 0 1 0

1 2 0 0 0

2 0 1 0 0

3 1 0 0 0

5 0 0 0 0

	 	
0 0 0 0 0 1

0 0 2 0 0 0

0 1 0 1 0 0

0 3 0 0 0 0

1 0 0 0 1 0

1 1 1 0 0 0

2 0 0 1 0 0

2 2 0 0 0 0

3 0 1 0 0 0

4 1 0 0 0 0

6 0 0 0 0 0

	 	
0 0 0 0 0 0 1

0 0 1 1 0 0 0

0 1 0 0 1 0 0

0 2 1 0 0 0 0

1 0 0 0 0 1 0

1 0 2 0 0 0 0

1 1 0 1 0 0 0

1 3 0 0 0 0 0

2 0 0 0 1 0 0

2 1 1 0 0 0 0

3 0 0 1 0 0 0

3 2 0 0 0 0 0

4 0 1 0 0 0 0

5 1 0 0 0 0 0

7 0 0 0 0 0 0
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Kn = 	
Kn��1,�1� Kn��1,�2� . . . Kn��1,�n�
Kn��2,�1� Kn��2,�2� . . . Kn��2,�n�

: : : :

Kn��N,�1� . . . . . . Kn��N,�N�
	 �9�

Note that K0 can be determined directly. It was then shown that
the following approximation holds with increasing accuracy as N
increases:

Kn 

K0

n+1

Nn �10�

It follows from the same logic and to equivalent precision, that

J�m� 

trace�Km−1�

Nm
�11�

�the trace of a matrix being the sum of the elements along the
diagonal� and this result can be used directly in Eq. �6�, to deter-
mine the full set of Ai. Consider now the matrix obtained by
replacing Kn−i�x , t� in Eq. �5� by Kn−1; this will be a very good
estimate for the matrix of H values. That is,

H = 	
H��1,�1� H��1,�2� . . . H��1,�n�
H��2,�1� H��2,�2� . . . H��2,�n�

: : : :

H��N,�1� . . . . . . H��N,�N�
	 


�
n=0

nmax

�
i=0

n

AiKn−1

�
n=0

nmax

An

�12�

Determining H from the expression on the right, the complete
function H�x ,y� can then be closely estimated from the nodal
values in H using �two-dimensional cubic spline� interpolation.
This constitutes the crux of the method.

Of course, one is normally interested in the unknown function
u�x� as well. This can be found by either of the two methods.
First, one can use any method of numerical integration to get u�x�
from Eq. �2�. Second, one can use a discretized form of Eq. �2�:

u = f + H · f �13�

in which vector f is �the transpose of� row vector
�f��1� , f��2� , f��3� , . . . , f��N��, and vector u is �the transpose of�
row vector �u��1� ,u��2� ,u��3� , . . . ,u��N��, the function u�x� then
being obtained from the nodal values using interpolation. Hol-
lands �12� used the latter method, but because of the importance
of the resolvent kernel in radiation analysis, we will stress the
former method here.

Illustrative Examples and Error Evaluation
We now choose to apply the method to the well-known problem

of finding the temperature distribution on a hollow cylinder �di-
ameter D, length L� open to an environment at 0 deg absolute at
both ends and with uniform heat flux applied to its sides, a prob-
lem solved by three different methods by Usiskin and Siegel �14�.
The governing integral equation is of the single-variable Fredholm
type, like Eq. �1� with u�x� being the radiosity qo�x�, the kernel
K�x , t� being given by

K�x,t� =
1

2c
�1 − �x − t�

�x − t�2 + 6c2

��x − t�2 + 4c2�3/2, c = D/�2L�

�14�

the forcing function f�x� being the applied heat flux qs�x� �which
is a constant in this case�, and the limits on the integral being 0
and 1, respectively. Once qo�x� has been determined by solving
the integral equation, the temperature distribution T�x� is to be
determined by solving the equation

qs�x� =
�

1 − �
��T�x�4 − qo�x�� �15�

for T�x�, � being the emissivity of the cylinder’s inside surface,
and it is kept in mind that qs�x� is constant in the present case.

Table 2 gives the results obtained with N=1000 and n=13. The
third column gives the dedimensionalized radiosity, qo /qs, for
various values of the aspect ratio L /D, and for each aspect ratio,
for five values of the relative distance x /L from either end. In the
fourth column are shown the values obtained by Usiskin and Sie-
gel �14� using the numerical method, which they considered the
most precise of the three methods they tested. The results of the
present work are shown to the proper number of significant fig-
ures, as established by an error analysis methodology described
below. The final column gives the percent error �found to roughly
independent of x /L� of the present results, as established in the
same error analysis. Each table item took about 30 s to calculate
on a contemporary PC programed in MATHCAD.

Hollands �12� methodology for error estimation started by cal-
culating the residual, ��x�, defined by

��x� = unmax,N�x� − f�x� −�
0

1

unmax,N�t�K�x,t�dt �16�

where unmax,N�x� is the result obtained with specific values for nmax

and N. The true solution, u�x�, has zero residual, so

0 = u�x� − f�x� −�
0

1

u�t�K�x,t�dt �17�

Subtracting Eq. �17� from Eq. �16� and letting the deviation of
unmax,N�x� from u�x� �i.e., the error� be denoted by ��x�, we obtain

��x� = ��x� +�
0

1

��t�K�x,t�dt �18�

This is an integral equation having the same kernel as the original
equation, but now ��x� plays the role of f�x� and ��x� is the un-
known function. It follows that

��x� = ��x� +�
0

1

��t�H�x,t�dt �19�

Now we have at hand an excellent estimate for the function
H�x , t�, and we use it to calculate ��x� from Eq. �19�. This gives
the error estimate. Hollands �12� tested this method on problems
where the exact analytical solution was known; he did a direct
comparison of the ��x� obtained from Eq. �19� to the difference

Table 2 Distribution of dedimensionalized radiosity along the
inside surface of a hollow cylinder with open ends and under
uniform heat flux

L /D x /L

qo /qs

Error
�%�Present work Prior work

1 0 2.06290 2.06 3�10−4

1 /8 2.30580 2.31
1 /4 2.48757 2.49
3 /8 2.59967 2.60
1 /2 2.63750

4 0 4.956 4.95 8�10−3

1 /8 8.633 8.61
1 /4 11.212 11.2
3 /8 12.709 12.6
1 /2 13.201 13.2
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between unmax,N�x� and the exact answer. He found excellent
agreement between the two methods.

It should be noted that using modern computational tools �as
opposed to those of Usiskin and Siegel �14�� similar accuracy can
be obtained with the numerical method with about the same pro-
gramming and computational effort. Thus if for the present prob-
lem, with the number of discrete values equal to Nd, one solves
the above problem using the numerical method with, say, Nd
=300, 500, 700, and 900, and then one extrapolates �using Rich-
ardson extrapolation� to Nd=�, one obtains slightly better
accuracy1 than with the simplified-Fredholm method �SFM� with
about the same execution and programming times. The advantage
of the SFM, therefore, is not its ease or accuracy but in the avail-
ability of the resolvent kernel, as the problem to follow will dem-
onstrate.

The resolvent kernel is plotted in Fig. 1 for the problem at hand.
In general, the resolvent kernel provides a versatility that makes it
very useful for solving more complicated problems. For example,
suppose that the applied heat flux qs�x� at the cylinder walls had
been variable rather than uniform. Then the radiosity qo�x� �and
hence the temperature distribution from Eq. �15�� would be given
directly by

qo�x� = qs�x� +�
0

1

qs�t�H�x,t�dt �20�

which can be readily evaluated for any qs�x� once the resolvent
kernel is at hand.

The resolvent kernel is also useful when there is an adjacent
enclosure. Thus suppose �as shown in Fig. 2� that the walls of the
cylinder are thin and there is a second cylinder that is concentric
and of equal length to the first, but with slightly greater radius so
that there is a small gap between the two cylinders, and let the
temperature of the outer cylinder be fixed uniformly at T0. The
emissivities on either side of the gap are �1 and �2, respectively. A
radiant analysis of the gap-enclosure gives

qs�x� = I1−2��T0
4 − �T�x�4� �21�

where I1−2= �1 /�1+1 /�2−1�−1. Equations �20�, �21�, and �15�
give three simultaneous equations for the three unknowns qs�x�,
T�x�, and qo�x�. When solved for qs�x�, they yield the new integral
equation

qs�x� = It�To
4 +�

0

1

qs�t�K̂�x,t�dt �22�

where It= �1 /� +1 /I1−2�−1 and K̂�x , t�=−ItH�x , t�. Equation �22�
can be solved for qs�x� using the techniques already described,
and then T�x� can be obtained from Eq. �21�. Table 3 gives the
results of such an analysis for L /D=4, for several combinations of
values for � and I1−2. The table gives the dimensionless fourth-
power temperature �, defined by

��x� = �To
4 − T�x�4�/To

4, �23�

at the center and edge of the cylinder �i.e., at x=0 and at x=0.5,
respectively�.

Relation of Resolvent Kernel to Exchange Factor
Hottel �15� derived the following expression for the average

heat flux q̄s,k at the kth surface in a gray diffuse enclosure con-
taining N surfaces, the NT of which have specified uniform tem-
perature and the remaining N−NT of which are uniformly adia-
batic:

q̄s,k = �
NT

Ik−i��Tk
4 − �Ti

4� �24�

where, in the summation, i runs through the values of k relevant
only to the NT specified temperature surfaces and Ik−i, the ex-
change factor2 from surface k to i, depends only on the enclosure
geometry and on the emissivities of the temperature-specified
surfaces.3 The various matrix expressions derived by Hottel and
others for Ik−i are all based on a finite-area approximate analysis
in which the radiosity is assumed to be uniform over each surface.
We now demonstrate that Ik−i exists under infinitesimal-area
analysis and show its relation to the resolvent kernel, all for en-
closures that can be reduced to single-variable problems. �The
conditions under which the enclosure will lead to a single-variable
integral equation are explained by Daun and Hollands �6�, among
others.�

For this class of enclosures, there will exist a single parameter
t such that the enclosure surface can, for practical purposes, be
represented parametrically by

1The accuracy of the numerical method is determined by the goodness of fit of the
relation between Nd and the value of u computed at that Nd setting.

2Textbooks have attached various names to Ii,j: interchange factor �15�, gray-
body shape factor �16�, total exchange factor �17� �this after division by �i� j�, trans-
fer factor �18�, and exchange factor �4,5�. Several authors �19,20� elected not to give
it a name. Thus the choice here of the term exchange factor is somewhat arbitrary.

3It should be noted that a simple extension to Eq. �24� applies when the adiabatic
surfaces are of prescribed uniform heat flux instead. For simplicity, we do not con-
sider that case here.

Fig. 2 Cross section of two concentric cylinders with a small
gap between them, the outer one being at uniform temperature
T0 and the inner one open at both ends to an environment at
0 K

Fig. 1 Plot of resolvent kernel corresponding to a hollow cyl-
inder open at both ends to an environment at 0 K and with a
prescribed heat flux applied to its interior wall
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r = r�t�, 0 	 t 	 1 �25�

where r is the position vector and r�t� is some vector function of
t. As t runs from 0 to 1, the point at r�t� will visit and pass through
representative points on every surface once. Similarly, as some
other variable4 
 runs from 0 to 1, the point at r�
� will visit and
pass through representative points on every surface once. �It will
be necessary to refer to two points and two variables.� Let surface
k be defined by the interval uk� t�uk� or uk�
�uk�. We will call
this interval the kth nonadiabatic interval when the kth surface is
temperature-specified, and the kth adiabatic interval when the kth
surface is adiabatic. It follows that with 
 on the kth nonadiabatic
interval, the emitted flux will be �k�Tk

4�
� and with 
 on the kth
adiabatic interval the local heat flux qs will be zero. So the gov-
erning integral equation is

qo�
� = B�
� +�
0

1

��
�
dF�
,t�

dt
qo�t�dt = B�
� +�

0

1

K�
,t�qo�t�dt

�26�

where dF�
 , t� is the infinitesimal point form factor from a point
at 
 to the area cut out when t runs from t to t+dt; B�
�=�k�Tk

4

and ��
�=1−�k for 
 on the kth nonadiabatic interval, and B�
�
=0 and ��
�=1 for 
 on the kth adiabatic interval. Equation �26�
has solution

qo�
� = B�
� +�
0

1

H�
,t�B�t�dt �27�

where H�
 , t� is the resolvent kernel to kernel K�
 , t�. Consider
now the case where 
 is on the kth nonadiabatic interval. The
integral in the above equation can be split into a summation of
integrals over each surface in turn, but when we are integrating
over the adiabatic surfaces, B�t�=0, so there is no contribution
and it is only necessary to sum over the non-adiabatic surfaces.
Thus

qo�
� = �k�Tk
4 + �

NT

�
ui

ui�
H�
,t��i�Ti

4dt, uk 	 
 	 uk�, k

= 1, . . . ,NT �28�

where, as before, in the summation, i runs through the values of k
relevant only to the NT specified temperature surfaces. Averaging
this expression over the kth surface yields the average radiosity
q̄o,k, at the kth nonadiabatic surface, and when this is substituted
into the equation for the average heat flux q̄s,k on the kth surface,
namely, q̄s,k= ��k / �1−�k����Tk

4− q̄o,k�, there results an equation for
q̄s,k. This equation can be simplified by noting that when all the
temperatures are equal, we must have q̄s,k=0.

Following this, we find that it can be rearranged to an equation
like Eq. �24�, proving that Eq. �24� does indeed hold under
infinitesimal-area analysis. Moreover, it is found that Ik−i and
H�x , t� are related by

Ik−i =
�k�i

1 − �k

1

sk
�


=uk


=uk��
t=ui

t=uj�
H�
,t�

ds

dx
dtd
 �29�

where ds is the elemental area cut out on the surface when 
 goes
from 
 to 
+d
 and sk is the area of the kth surface.

To illustrate this relation, let us now apply these equations �29�
to obtain the exchange factors in a problem whose geometry is
axially invariant, like a very long duct. This is one of the two main
geometries that lend themselves to single-variable analysis. Con-
sider a very long duct whose cross section is a square, with op-
posing sides 1 and 3 each uniformly at a different temperatures, T1
and T3, the other pair of opposing surfaces being adiabatic, and all
surfaces having an emissivity of 0.5. Let us locate the square in
the X-Y plane with one vertex at the origin and one side along the
X-axis. Then the parametric representation of the square is given
by Eq. �25� with r�t� given by

r�t� = �4t,0� for A, = �1,4t − 1� for B,

= �3 − 4t,1� for C, = �0,4 − 4t� for D �30�

where condition A is 0� t1 /4 �side 1�, condition B is 1 /4� t
1 /2 �side 2�, condition C is 1 /2� t3 /4 �side 3�, and condi-
tion D is 3 /4� t1 �side 4�. According to Hollands �5�, the ker-
nel for axially invariant geometries is given by

K�
,t� =
��n�
� · �r�
� − r�t����n�t� · �r�
� − r�t����

2�r�
� − r�t��3
�dr�t�

dt
���
�

�31�

where n�
� is the local inward normal at 
, which for the square
is n�
�= �0,1� for A, n�
�= �−1,0� for B, n�
�= �−1,0� for C, and
n�
�= �1,0� for D. Also, ��
�=0.5 for A and C, ��
�=1 for B and
D, and �dr�t� /dt� is everywhere equal to 4. In applying Eq. �29�,
we note that u1=0, u1�=1 /4, u2=1 /2, and u2�=3 /4. We also see
that ds=4dxW and s1=W, where W, 
�, is the length of the duct.
Finding the resolvent kernel and evaluating the integral give the
answer: I1−3=0.289.

Once it is realized that Eq. �24� holds under infinitesimal analy-
sis, the set of Ik−i can also be determined using the numerical
method, without evaluating the resolvent kernel, as will now be
illustrated. In the above example, when we have put �T1

4=1 and
�T3

4=0 in Eq. �24�, we find that under these temperature condi-
tions q̄s,1=I1−3. Thus by determining the average heat flux q̄s,1 at
surface 1 by the numerical method under the specified tempera-
ture conditions, I1−3 can be determined once and for all from
I1−3= q̄s,1. This was done and yielded the same value �to three
decimal places� as was determined from Eq. �29�, namely, 0.289.
�Of course, this value continues to hold, regardless of the tempera-
ture settings, as Eq. �29� makes clear.� In general, to determine
Ii−j, one sets �T4=1 for all the temperature-specified surfaces
except for surface j, �Tj

4 being set equal to 0; then one solves for
4We switch to 
 as the second variable in our integral equation instead of x

because x can also represent the coordinate in the X-Y plane.

Table 3 Table of dimensionless fourth-power temperatures at center and edge of the hollow
cylinder with open ends and cross section shown in Fig. 2

��0� ��0� ��0� ��0.5� ��0.5� ��0.5�

I1–2 → 0.25 0.5 0.75 0.25 0.5 0.75
� ↓
0.25 0.3820 0.2428 0.1784 0.1738 0.0908 0.0610
0.5 0.4856 0.3387 0.2617 0.1817 0.905 0.0587
0.75 0.5353 0.3926 0.3129 0.1830 0.880 0.0554
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q̄s,i by the numerical method and equates this to Ii−j. One can
repeat this for all possible values of i and j, yielding the full set of
Ik−i.

Limitations
There are certain conditions under which Fredholm’s solution

does not apply, and this is true for the simplified version as well.
For the solution method to apply, the kernel must be L2 over
�a ,b�� �a ,b� and the forcing function must be L2 over �a ,b�, by
which it is meant that

�
a

b�
a

b

K�x,t�2dxdt and �
a

b

f�x�2dx �32�

are both finite. One needs to test the kernel and the forcing func-
tion before proceeding. For radiant analysis, the forcing function
is almost definitely L2, but because the kernel can sometimes go to
infinity over the range, one may find that the kernel is not L2 for
a specific enclosure. If K�x , t� remains finite over the total range, it
can, of course be concluded to be L2, but if it does not remain
finite it can still be L2, and a test is necessary. All the enclosures
tested by the author have been found to be L2. The method used
for the test has been to use the integrator routine in MATHCAD to
calculate the integrals in Eq. �32�, MATHCAD reports so if the in-
tegral is improper. It has also been found that if K�t , t�=� for all
t, the method fails. This would appear to prevent it from being
used in the well-known integral equation that arises in a gray
planar medium in radiative equilibrium, although there may be
some ways around that problem.

Concluding Remarks
It appears that the simplified-Fredholm method for solving in-

tegral equations can play a useful role in radiant analysis. Not
only does it give an explicit solution that is readily programmed
but it also provides an expression for the resolvent kernel, a valu-
able tool both from a practical and a theoretic point of view. From
a practical point of view, the resolution of the resolvent kernel
permits one to more efficiently solve problems where a surface
connects to another heat transfer mode or to an adjacent enclo-
sure. From a theoretic point of view, the existence of the resolvent
kernel can be used to demonstrate certain theoretic results, for
example, the existence and interpretation of the exchange factor
under infinitesimal-area analysis. Another important advantage of
the method is that it allows the user to readily determine the
possible error in any proffered solution to the subject integral
equation.

The aforesaid advantages relate to problems in one variable.
Remaining to be done is the extension of this work to problems in
two variables. Although almost all of the enclosure problems

solved in the literature were treatable by solving single-variable
integral equations, two-variable integral equations arise much
more commonly, and these are less often treated. Aiding in the
extension will be the general-purpose methodology for obtaining
the four-variable kernel, derived by Daun and Hollands �6� and
further developed by Hollands �5�. The present paper has laid the
foundations for the explication of an analogous two-variable inte-
gral equation solver and of its application to problems in radiant
transfer. This is planned to be the topic of a future paper.
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Finite-Volume Formulation and
Solution of the P3 Equations of
Radiative Transfer on
Unstructured Meshes
The method of spherical harmonics (or PN) is a popular method for approximate solution
of the radiative transfer equation (RTE) in participating media. A rigorous conservative
finite-volume (FV) procedure is presented for discretization of the P3 equations of radia-
tive transfer in two-dimensional geometry—a set of four coupled, second-order partial
differential equations. The FV procedure presented here is applicable to any arbitrary
unstructured mesh topology. The resulting coupled set of discrete algebraic equations are
solved implicitly using a coupled solver that involves decomposition of the computational
domain into groups of geometrically contiguous cells using the binary spatial partition-
ing algorithm, followed by fully implicit coupled solution within each cell group using a
preconditioned generalized minimum residual solver. The RTE solver is first verified by
comparing predicted results with published Monte Carlo (MC) results for two benchmark
problems. For completeness, results using the P1 approximation are also presented. As
expected, results agree well with MC results for large/intermediate optical thicknesses,
and the discrepancy between MC and P3 results increase as the optical thickness is
decreased. The P3 approximation is found to be more accurate than the P1 approximation
for optically thick cases. Finally, the new RTE solver is coupled to a reacting flow code
and demonstrated for a laminar flame calculation using an unstructured mesh. It is found
that the solution of the four P3 equations requires 14.5% additional CPU time, while the
solution of the single P1 equation requires 9.3% additional CPU time over the case
without radiation. �DOI: 10.1115/1.4000184�

Keywords: radiation, participating media, P3, RTE solver, finite-volume, unstructured

1 Introduction

Radiation is the dominant mode of heat transfer in many high-
temperature applications, such as combustion and rapid thermal
chemical vapor deposition. With growing concerns over global
warming, solar radiation transport through the atmosphere is rap-
idly becoming a subject of intense interest and research. Radiation
is also a critical mode of energy transfer in modern laser-based
manufacturing processes, and in biological applications—both for
laser-induced remediation and cure of tissues, and for detection
using optical tomography based techniques.

The problem of radiation transport entails solution of the radia-
tive transfer equation �RTE� for the radiative intensity. The RTE is
an integro-differential equation in seven independent variables—
time, three space coordinates, two angular coordinates, and wave
number. Therefore, it is difficult to solve exactly even for simple
one-dimensional �1D� problems �1,2�. Hence, approximate solu-
tion methods are necessary to solve the RTE for more practical
situations. A survey of the literature over the past four decades
reveals that the four most popular methods to solve the RTE are as
follows: �i� the spherical harmonics method and its variations
�3–5�, �ii� the discrete ordinates method and its variations, includ-
ing its finite-volume variant �the so-called control angle discrete
ordinates method� �6,7�, �iii� the zonal method �8–10�, and �iv� the
Monte Carlo �MC� method �1,2�.

Broadly, these four methods to solve the RTE can be catego-
rized into two types, as follows: �1� photon-based methods, and
�2� photon-free methods. The methods that belong to the former
category are the discrete ordinates �SN�, zonal, and the MC meth-
ods, while the spherical harmonics �PN� method is a photon-free
method. In photon-based methods, photons are essentially tracked
along a line of sight, and directional radiative intensities along
various lines of sight are finally summed over solid angle 4� to
obtain the net radiation intensity at any point. In the popular SN
method, the lines of sight are predetermined, resulting in a deter-
ministic RTE solver. In the MC method, on the other hand, the
lines of sight are stochastically determined. In the photon-free PN
method, integration over all lines of sight �or solid angles� is
performed analytically using orthogonal basis functions: Legendre
polynomials in spherical coordinates. The PN method, as opposed
to photon-based methods, is, thus, a spectral method. Each of
these methods has its relative advantages and disadvantages.

To date, the SN method has been arguably the most popular
method for solving the RTE. In essence, the SN method is a
straightforward extension of the finite-difference method for spa-
tial discretization, with additional discretization in the angular di-
rection as well. The SN method, however, suffers from a few well-
known shortcomings. It produces inaccurate results in geometries
with large aspect ratios, or geometries with sharp corners �e.g., a
wedge� because of its inability to resolve acute solid angles using
a finite number of predetermined directions. Inaccuracies resulting
from this inability to properly resolve acute solid angles are often
referred to in literature as “ray effects.” �11� The minimum num-
ber of partial differential equations �PDEs� that need to be solved
in this method even for a gray gas is equal to the number of
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directions �NDIR�. If, for example, the S4 method is used,
NDIR=12 in two-dimensional �2D� and NDIR=24 in three-
dimensional �3D� geometries. The convergence of the SN method
deteriorates rapidly with increase in the optical thickness of the
medium. This is because the boundary-to-boundary information
�intensity� propagation is almost nonexistent in an optically thick
medium. Numerically, this results in a poorly conditioned system
of equations. In the presence of scattering, the SN equations are
strongly coupled. In such a scenario, segregated solution of the
directional equations �i.e., one direction at a time� results in poor
convergence �12�. While coupled solution of the SN equations is
conceivable �12�, it is difficult both from algorithmic as well as
memory standpoints.

The PN method, as discussed above, is a spectral method in
which no angular discretization is necessary, and thus, it does not
suffer from any of the aforementioned problems encountered in
the SN method. In addition, the number of PDEs that ultimately
need to be solved in the PN method is substantially less compared
with the SN method. For example, the lowest order PN method,
namely, the P1 method, results in a single Helmholtz equation
with Robin-type boundary conditions �1�. Despite these advan-
tages, the PN method has its own set of shortcomings. The P1
method is invalid for nonparticipating media. In other words, one
cannot use this method in a scenario where the medium may be
participating in some regions and nonparticipating in some others.
The P1 method is known to yield poor results in cases where
emission from boundaries is dominant �i.e., cold medium bounded
by hot walls� �1�. The convergence of the P1 method is poor if the
medium is optically thin—a scenario which renders the governing
equations stiff �13�. Extension of the spherical harmonics method
from P1 to higher orders of accuracy �P3, P5, etc.� is quite cum-
bersome because the resulting partial differential equations have
cross-derivatives, and because of the difficulty in implementing
the boundary conditions �14,15�.

The above discussion clearly points to the fact that both SN and
PN methods are incapable of treating arbitrary optical thicknesses,
especially when the extinction coefficient of the medium may
vary by orders of magnitude within the computational domain.
The accuracy of SN method is particularly poor for optically thick
situations, while PN is invalid for transparent media. The MC
method is capable of remedying most of the drawbacks with the
SN and PN methods with relative ease. The MC method has long
been known as the method of choice for obtaining benchmark
solutions to the RTE. Unfortunately, the MC method can be pro-
hibitively slow, especially in optically thick media and in complex
3D geometries. Even with modern computing technology and par-
allel architectures, the MC method is not deemed practical for
engineering calculations. In recent years, in view of the shortcom-
ings of both SN and PN methods, researchers have began to ex-
plore a new class of methods. In this new class of methods,
strengths of the stochastic MC method are selectively combined
with the computational efficiency of SN and PN deterministic ap-
proaches to yield more accurate results at reasonable computa-
tional costs. This class of methods is referred to as the hybrid
approach. For example, the SN method has been combined with
MC to eliminate problems associated with “ray effects.” Similarly,
the P1 method has been modified to yield the so-called modified
differential approximation �MDA� �3,4� and improved differential
approximation �IDA� �5� methods—both of which can better
handle large variations in optical thickness of the medium. While
the idea of hybrid methods has existed for quite some time, to the
best of our knowledge, they have not been used often, and have
not yet been demonstrated for practical engineering applications.

The P1 method continues to be a popular method for solution of
the RTE because it is easy to implement in a general-purpose
computational fluid dynamics �CFD� code, and is, therefore, ame-
nable for practical engineering calculations. However, as docu-
mented above and elsewhere �1�, it often produces inaccurate re-
sults. Since the PN method is a spectral method, it is conceivable

that the gain in accuracy will be significant if one were to use the
next higher order, namely, P3. The P3 method has witnessed lim-
ited use �14–19� on account of its complexity—both from a math-
ematical as well as a computational algorithm development stand-
point. In recent years, Yang and Modest �14,15� generalized the
PN equations to make them amenable for solution using canned
PDE solvers, such as FLEXPDE and PDE2D. Solution to the P3 equa-
tions has been obtained for two different benchmark problems by
Yang and Modest �14,15� using relatively coarse orthogonal
meshes in 2D. Comparison of their P1 / P3 results with MC results
indicates that the accuracy of P3 is superior to that of P1, as
expected, at least for optically thick situations. Other notable work
in this area includes the work done by McClarren et al. �20�, who
solved the time-dependent one-dimensional P3 equations using
both finite-volume �FV� and finite-element techniques �20,21�.

In order to make the P3 method attractive for practical engi-
neering calculations, it is necessary to develop a solution proce-
dure that is compatible to the mesh topology and discretization
procedures used in modern-day CFD codes. Most modern CFD
codes use unstructured �or nonconformal� mesh topology and the
finite-volume method. In such a framework, structured body-fitted
meshes, which continue to be used in many codes within the
government and academia, can be thought of simply as an un-
structured mesh with skewed quadrilateral �in 2D� or hexahedral
�in 3D� control volumes �or cells�. In other words, an unstructured
mesh formulation is all-encompassing, and can be used for any
mesh topology. In this article, we present a conservative unstruc-
tured finite-volume formulation for solution of the P3 equations of
radiative transfer in two-dimensional geometry. The P3 equations
represent a set of four coupled, second-order elliptic PDEs. A new
solver for coupled implicit solution of the four PDEs, after finite-
volume discretization, is also developed and demonstrated. Fi-
nally, the new RTE solver is coupled to an unstructured CFD
code, and demonstrated for a laminar flame calculation. While the
method is demonstrated here only for 2D geometries, the finite-
volume formulation presented here is also valid for 3D, and may
be used as a starting point for future development in this area.

2 Mathematical Formulation and Solution

2.1 Governing Equations. In nondimensional optical coordi-
nates, the RTE is written as �1�

ŝ · ��I���, ŝ� + I���, ŝ� = �1 − ��Ib +
�

4�
�

4�

I���, ŝ����ŝ, ŝ��d��

�1�

where I��� , ŝ� is the intensity at an optical position �� and along a
light of sight ŝ, � is the scattering albedo, Ib is the Planck func-
tion, and ��ŝ , ŝ�� is the scattering phase function. In the method
of spherical harmonics, the intensity is expressed as an infinite
series of orthogonal basis functions �14,15�

I���, ŝ� =
1

4��
n

�2n + 1�Jn���, ŝ� �2�

where

Jn���, ŝ� =
1

2n + 1 �
m=−n

n

In
m����Yn

m�ŝ� �3�

In Eq. �3�, the function Jn��� , ŝ� has been expressed as the sum of
the product of two functions—a location-dependent coefficient
function In

m����, and a spherical harmonic function Yn
m�ŝ�. The

spherical harmonic functions can be expressed in terms of Leg-
endre polynomials �14,15�. Yang and Modest �14,15� recently for-
malized the PN equations and boundary conditions of radiative
transfer for 3D geometries. The result is a set of coupled, second-
order, elliptic PDEs. In this section, rather than start from the
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general PN equations, we start from the P3 equations in 2D ge-
ometries, as presented by Yang and Modest �14,15�
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where � is the extinction coefficient, and �i,j are coefficients writ-
ten as �14,15�

�i,j = 	 i

�3
+

j

�1

 �5�

where

�n = �2n + 1� − �An �6�

where An are the coefficients associated with expansion of the
scattering phase function �15�. Equations �4a�–�4d� represent a set
of four coupled, linear, second-order, elliptic PDEs for the four
unknowns, namely, I0, I2

0, I2
−2, and I2

2. For nongray media, Eqs.
�4a�–�4d� must be considered in a spectral sense.

Solution of Eqs. �4a�–�4d� requires four boundary conditions.
Following Modest and Yang �15�, who applied Marshak’s proce-
dure to derive the boundary conditions, the boundary conditions
are written as �15�
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where IS is the intensity at the surface, and is written as �15�

IS = IbS −
4

3
	1



− 1
Ī1

0 �8�

where IbS is the Planck function at the surface. The quantity Ī1
0 is

one of the space-dependent coefficients of the intensity function
written in the local �at the boundary surface� coordinate system,
and can be expressed in terms of the dependent variables �namely,
I0, I2

0, I2
−2, and I2

2� after tedious algebra using transformation rela-
tions from local �x̄ , ȳ , z̄� to global �x ,y ,z� coordinate systems �15�.
Following this transformation, Eqs. �7a� and �7c� can be written
solely in terms of the four dependent variables. Similarly, the
derivatives appearing in Eqs. �7a�–�7d� with respect to local space
variables can be transformed to derivatives with respect to global
space variables. In Eqs. �7a�–�7d�, 	 is an angle associated with
the Euler angles of transformation from local to global coordinate
systems, and can also be obtained using relations provided by
Modest and Yang �15�.

2.2 Finite-Volume Formulation and Block-Implicit
Equations. In this subsection, the finite-volume formulation of
the governing equations is presented. As a starting point, we in-
troduce the following notations to make Eqs. �4a�–�4d� more gen-
eral and compact

�1 = I2
−2, �2 = I2

0, �3 = I2
2, �4 = I0

�9�

�1 =
2�8,3

�
, �2 =

�1,1

�
, �3 =

2�7,−3

�
, �4 =

5

��1
, �5 =

2�2

�

Using these notations, Eq. �4a� may be written as

�
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��1
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��1
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��2
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��3

�x
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��4

�x
� − �5�1 = 0 �10�

Rearranging, we get

� · U1 − � · U2 + � · U3 + � · U4 − �5�1 = 0 �11�
where

U1 = �1 � �1

U2 = �2� ��2

�y
î +

��2

�x
ĵ�

�12�

U3 = �3� ��3

�y
î −

��3

�x
ĵ�

U4 = �4� ��4

�y
î +

��4

�x
ĵ�

Equations �4b�–�4d� may also be written in a similar manner, and
thus, the finite-volume procedure to be presented next is also ap-
plicable to Eqs. �4b�–�4d� without any major modifications. The

Journal of Heat Transfer FEBRUARY 2010, Vol. 132 / 023402-3

Downloaded 05 Dec 2010 to 193.140.21.150. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



four divergence terms in Eq. �11� can be categorized into two
types of terms. The first term represents the divergence of a gra-
dient operator, while the other three terms represent divergence of
vectors that cannot be written as the gradient of a scalar. The
treatment of these two types of terms is discussed next.

Finite-volume integration of the first term in Eq. �11� over a
volume �V and control surface area S, followed by application of
the Gauss divergence theorem, results in

�
�V

� · U1dV =�
S

U1 · n̂dA = �
f

�U1,f · n̂ f�Af

= �
f

��1,f � �1,f · n̂ f�Af �13�

where the surface integral in Eq. �13� has been replaced by a
summation over the discrete faces �f� of the control volume in
question. �1,f is the value of �1 at any face f , and can be com-
puted using distance-weighted interpolation of the two cell center
values straddling the face f . The area Af and surface normal n̂ f are
known from the geometric description of the mesh. The objective
of the finite-volume formulation is to ultimately derive a set of
algebraic equations, linking the cell center values of the un-
knowns, namely, �1, �2, �3, and �4. In order to do so, the gradi-
ent at the cell face ��1,f must be expressed in terms of the cell
center values of �1. We start with the vector identity

��1,f = ���1,f · n̂ f�n̂ f + �n̂ f  ��1,f�  n̂ f �14�

For two-dimensional geometry, Eq. �14� can be written in simpli-
fied form as

��1,f = ���1,f · n̂ f�n̂ f + ���1,f · t̂ f�t̂ f �15�

where t̂ f is the unit tangent of the face f �Fig. 1�, and is also
known from the geometric description of the mesh. Performing a
dot product with the vector l f �Fig. 1�, we get

��1,f · l f = ���1,f · n̂ f�n̂ f · l f + ���1,f · t̂ f�t̂ f · l f �16�

which upon further simplification, yields

�1,N�f� − �1,O = ���1,f · n̂ f�	 f + ���1,f · t̂ f�t̂ f · l f �17�

where �1,N�f� is the value of �1 at the center of the neighboring
cell to face f , which is different from O, and 	 f is the distance in
the direction of the surface normal between the two cells strad-
dling the face f �Fig. 1�. It is computed from the geometric de-
scription of the mesh, and is stored for each face. Equation �17�
can be further rearranged as

���1,f · n̂ f� =
�1,N�f� − �1,O

	 f
−

���1,f · t̂ f�t̂ f · l f

	 f
=

�1,N�f� − �1,O

	 f
−

I f

	 f

�18�

Essentially, in the above derivation, the flux normal to a cell face
has been expressed in terms of the cell center values straddling the
face, and a separate tangential flux term, which will, henceforth,
be denoted by I f, and is written as

I f =
��1,b − �1,a�

�ab��
t̂ f · l f �19�

where �1,a and �1,b are vertex values of �1 at vertices a and b
�Fig. 1�. If the vectors n̂ f and l f are aligned, this term vanishes
since t̂ f · l f =0. Substitution of Eq. �18� into Eq. �13� yields

�
�V

� · U1dV = �
f

�1,f���1,f · n̂ f�Af

= �
f

�1,fAf��1,N�f� − �1,O

	 f
−

I f

	 f
� �20�

In our scheme, the first term of the right hand side of Eq. �20� is
treated implicitly, while the second term is treated explicitly, i.e.,
it is computed from previous iteration values. This computation of
the second term requires determination of vertex values. While, in
principle, the vertex values can be expressed in terms of the cell
center values using interpolation functions, and the whole term
can be treated implicitly, such a scheme becomes quite tedious,
especially in 3D. Thus, the second term is treated explicitly.

Next, we consider the finite-volume integration of the second
type of term, i.e., term that cannot be expressed as a divergence of
a gradient. Finite-volume integration of the second term in Eq.
�11� over a volume �V and control surface area S, followed by
application of the Gauss divergence theorem, results in

�
�V

� · U2dV =�
S

U2 · n̂dA = �
f

�U2,f · n̂ f�Af �21�

From Eq. �12�, we get

U2 = �2� ��2

�y
î +

��2

�x
ĵ� = �2����2 · ĵ�î + ���2 · î� ĵ� �22�

Therefore,

U2,f · n̂ f = �2,f����2,f · ĵ�nx + ���2,f · î�ny� �23�

Using the same vector identity as before �Eq. �15��, we get

��2,f · î = ���2,f · n̂ f�n̂ f · î + ���2,f · t̂ f�t̂ f · î �24�

Substitution of Eq. �18� into Eq. �24� yields

��2,f · î = ��2,N�f� − �2,O

	 f
−

���2,f · t̂ f�t̂ f · l f

	 f
�n̂ f · î

+ ���2,f · t̂ f�t̂ f · î �25�

Using n̂ f · î=nx and t̂ f · î= tx, Eq. �25� may be simplified as

��2,f · î = ��2,N�f� − �2,O

	 f
nx� + ���2,f · t̂ f��tx −

�t̂ f · l f�nx

	 f
�

= ��2,N�f� − �2,O

	 f
nx� +

�2,b − �2,a

�ab��
�tx −

�t̂ f · l f�nx

	 f
�

�26�

Similarly,

Fig. 1 Unstructured stencil showing the various geometrical
entities and vectors used in the finite-volume formulation

023402-4 / Vol. 132, FEBRUARY 2010 Transactions of the ASME

Downloaded 05 Dec 2010 to 193.140.21.150. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



��2,f · ĵ = ��2,N�f� − �2,O

	 f
ny� +

�2,b − �2,a

�ab��
�ty −

�t̂ f · l f�ny

	 f
�
�27�

Substitution of Eqs. �26� and �27� into Eq. �23�, followed by sub-
stitution of the resulting equation into Eq. �21� yields

�
�V

� · U2dV = �
f

�U2,f · n̂ f�Af = �
f

�2,fnxAf��2,N�f� − �2,O

	 f

+
�2,b − �2,a

�ab��
�tx −

�t̂ f · l f�nx

	 f
�

+ �
f

�2,fnyAf��2,N�f� − �2,O

	 f
+

�2,b − �2,a

�ab��

�ty −
�t̂ f · l f�ny

	 f
� �28�

Equation �28� can be further simplified by using the relation nx
2

+ny
2=1. The third and the fourth terms in Eq. �11�, involving U3

and U4, can be treated in exactly the same manner as the second
term involving U2, as just described. The fifth term in Eq. �11�,
upon finite-volume integration, yields

�
�V

�5�1dV = �5,O�1,O�V,O �29�

where �V,O is the volume of the control volume with its centroid
at O. The five terms in Eq. �11�, after finite-volume integration,
can be arranged to write a single algebraic equation for the cell
center values of �1, namely, �1,O, �2,O, �3,O, and �4,O, and the
cell center values of the neighboring cells. For cells adjacent to
boundaries, the flux at the boundary face must be replaced by the
appropriate boundary condition given by Eqs. �7a�–�7d�. The
treatment of such Robin-type boundary conditions in a finite-
volume formulation is relatively straightforward, and is omitted
here for the sake of brevity.

Thus far, only finite-volume integration of Eq. �4a� has been
discussed. The same procedure can also be used to integrate Eqs.
�4b�–�4d�, resulting in three additional algebraic equations relating
the cell center values of �. Overall, these four sets of equations
represent a total of 4NC algebraic equations �i.e., for each cell
there are four algebraic equations resulting from the finite-volume
integration of Eqs. �4a�–�4d��. These equations actually have a
block-implicit structure, as follows:

�
A1,1,O A1,2,O A1,3,O A1,4,O

A2,1,O A2,2,O A2,3,O A2,4,O

A3,1,O A3,2,O A3,3,O A3,4,O

A4,1,O A4,2,O A4,3,O A4,4,O

��
�1,O

�2,O

�3,O

�4,O

�
− �

j=1

nb �
A1,1,j A1,2,j A1,3,j A1,4,j

A2,1,j A2,2,j A2,3,j A2,4,j

A3,1,j A3,2,j A3,3,j A3,4,j

A4,1,j A4,2,j A4,3,j A4,4,j

��
�1,j

�2,j

�3,j

�4,j

� = �
S1

S2

S3

S4

�
�30�

where A1,1,O, for example, denotes the coefficient premultiplying
�1,O that arises out of finite-volume integration of Eq. �4a�. Simi-
larly, A2,1,O denotes the coefficient premultiplying �1,O that arises
out of finite-volume integration of Eq. �4b�. The second term de-
notes summation over all the neighboring cells, where nb is the
total number of neighbors of node O. The right hand side denotes
generic source terms that may arise due to the fact that the tan-
gential flux terms are treated explicitly, as discussed earlier. There

may also be additional sources due to the treatment of boundary
conditions. Equation �30� addresses both variable-to-variable �i.e.,
�1 through �4�, as well as node-to-node �spatial� coupling implic-
itly. When written for all nodes �=NC� in the computational do-
main, i.e., O�1,2 , . . . ,NC, Eq. �30� represents a block matrix
system of equations, where each element of the block matrix is a
44 matrix itself. These element matrices are shown explicitly in
Eq. �30� for a representative node O.

2.3 Solution of Discrete Algebraic Equations. The discrete
equations presented in Sec. 2.2 can be solved using several differ-
ent techniques. One approach is to solve the system of equations
directly using full lower-upper �LU� decomposition, followed by
backward substitution, i.e., Gaussian elimination. Such a direct
solution approach will provide the solution to the system of equa-
tions without any iteration since the governing equations are lin-
ear. Unfortunately, direct solution is prohibitive for two reasons,
as follows: �1� the entire coefficient matrix of size 4NC4NC
need to be stored, and �2� the number of major floating point
operations scales as O�M3� �22�, where M is the total number of
unknowns �=4NC in this case�. For sufficiently large NC, direct
Gaussian elimination is prohibitive both from a memory as well as
efficiency standpoint. The alternative is to adopt an iterative solu-
tion procedure. The simplest iterative procedure would entail se-
quential iterative solution of the discrete versions of Eqs. �4a� and
�4b�, i.e., first solve Eq. �4a� iteratively while holding �2, �3, and
�4 constant, followed by solution Eq. �4b� while holding �1, �3,
and �4 constant, and so on. During this study, it was found that
this segregated method is inherently unstable because of the
strong coupling between the four governing equations, and
coupled �as opposed to segregated� solution of the governing
equations is warranted.

The simplest coupled solution approach is to use the block-
Gauss-Seidel �BGS� procedure �23�. In this procedure, the depen-
dence of all spatial nodes around a given node is treated explicitly,
and the whole computational domain is swept through point-by-
point repeatedly until convergence is attained. In this case, at each
point, a 44 matrix has to be inverted. Unfortunately, the BGS
method becomes very slow as the mesh is refined because the
spectral radius of convergence �largest eigenvalue of the iteration
matrix� rapidly approaches unity as the mesh is refined �23�. Here,
we use a new approach, which was originally developed for
coupled implicit solution of the species conservation equations on
an unstructured mesh �24,25�. This is described next.

The approach used here subdivides the computational domain
into subdomains that are small enough such that for each of these
subdomains a fully implicit solution of the governing equations is
affordable from a memory standpoint. The rationale is that this
approach will enable spatial as well as variable-to-variable im-
plicit coupling, and the extent of spatial coupling is to be dictated
by memory constraints. Thus, the performance of this approach is
expected to be significantly better than a BGS solver.

The development of the coupled solver entails three major
steps, as follows:

1. The computational domain is decomposed into smaller
groups of cells that are geometrically contiguous—a process
termed internal domain decomposition �IDD�. This is a one-
time preprocessing step. This step is performed using the
binary spatial partitioning algorithm �26,27�.

2. For each subdomain, an iterative solver based on Krylov
subspace iterations �i.e., the restarted and preconditioned
generalized minimum residual �GMRES� solver �28�� are
employed to obtain the solution at all nodes within the sub-
domain and for all variables ��1 through �4� simultaneously.
Other subdomains adjacent to the subdomain in question are
treated explicitly, and ghost �or virtual� boundary conditions
are applied at interfaces between subdomains to transfer in-
formation between subdomains.
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3. An overall �or outer� iteration is performed within which the
preceding step is repeated until convergence. Iterations are
necessary to resolve the explicit coupling between subdo-
mains, and also to couple the RTE with the overall energy
equation.

The overall algorithm for solution of the RTE, and how it is
coupled to the overall energy conservation equation is depicted in
Fig. 2. Further details pertaining to this solver, henceforth referred
to as the IDD+GMRES solver, may be obtained from Kumar and
Mazumder �24,25�. The factor that motivated the choice of
GMRES over other iterative solvers is that it has extremely good
convergence properties when preconditioned appropriately even
for relatively large matrix sizes. In this solver, memory require-
ment can be limited by specifying the largest Krylov subspace
size and the number of internal iterations can be limited by speci-
fying the maximum number of GMRES iterations. In essence, the
solver chosen is very flexible and appropriate for use in the cur-
rent solution strategy.

3 Results and Discussion
In this section, the accuracy and efficiency of the P3-based RTE

solver is discussed. The standalone P3-based RTE solver was first
verified against MC results available from the literature for two
benchmark problems. For comparison, a P1-based RTE solver was
also developed. The governing equation and boundary condition
for the P1 approximation are readily available �1�, and are omitted
here for the sake of brevity. Finally, both RTE solvers were
coupled to an in-house unstructured reacting flow solver, and
demonstrated for laminar flame calculations.

3.1 Verification of RTE Solvers. The two benchmark prob-
lems chosen for verification of the new RTE solvers are the same
ones considered by Yang and Modest �14,15� because this enabled
the use of the MC results presented by Yang and Modest �14,15�.

The first problem considered is that of a gray participating gas
confined within a square cavity, as shown in Fig. 3. The entire
bottom wall is heated to a temperature Th, while the other walls
are maintained at 0 K. All walls are assumed to be black. The
absorption coefficient of the gas is assumed to be zero, and only
isotropic scattering is considered. Since the gas does not absorb or
emit radiation, it is not necessary to couple the RTE to the overall
energy equation in this case. The problem is one of radiative equi-
librium, in which the radiation energy emitted by the hot wall is
directionally redistributed by scattering. The dimension of the
cavity h is kept fixed, while the scattering coefficient �s is varied

to change the overall optical thickness of the medium, defined as
�h=h�s. Three different values of optical thickness are considered
for the present study, namely, �h=0.1, 1, and 5.

Prior to comparison with MC results, grid independence studies
were performed. Four different quadrilateral mesh sizes and four
different triangular mesh sizes were considered. For these studies,
the second verification problem, to be described shortly, was con-
sidered because this particular problem, with a partly heated bot-
tom wall, has a discontinuity in temperature at the bottom wall,
and therefore, requires high spatial resolution. The results of these
studies are shown in Fig. 4. It is evident from Fig. 4 that grid-
independent solution is obtained if the mesh size is increased be-
yond approximately 6000 cells for quadrilateral cells and beyond
9000 cells for triangular cells. Since the same mesh is used in both
verification studies, the mesh that was determined to be appropri-
ate for the second verification case was also deemed appropriate
for the first verification case.

Figure 5 shows the nondimensional radiative heat fluxes �nor-
malized by �Th

4� predicted by the various methods for �h=0.1.
These results were computed with 9492 triangular cells, and the
computational mesh is shown in Fig. 3�b�. Triangular mesh is
chosen for these studies because they represent the worst-case
scenario, both in terms of geometrical complexity in 2D and nu-
merical convergence. While P3 calculations have been performed
in 2D using orthogonal meshes �14,15�, to the best of our knowl-
edge, no such calculations have been performed on unstructured
meshes, and this is one of the key contributions of the current

Fig. 2 Block-diagram representation of the coupled implicit
solver „IDD+GMRES… for the P3 equations and its relationship
to the overall solution procedure

Fig. 3 „a… Geometry and boundary conditions for the first
benchmark problem, and „b… computational mesh used for the
verification study
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article. It is worth noting that the calculations were conducted on
the full cavity �rather than apply symmetry boundary conditions�,
and therefore, the mesh is not perfectly symmetric �see Fig. 3�b��
about the midplane. This was done so that we could use as large a
mesh size as possible for efficiency studies to be presented in
Sec. 3.2. Both P1 and P3 methods perform poorly for this opti-
cally thin case. In fact, both methods produce unphysical results,
as evident from the fact that the nondimensional heat flux exceeds
a value of unity. Similar unphysical results have also been re-
ported by Modest and Yang �15�, and are inherent to the PN ap-
proximation for optically thin scenarios. Figure 6 shows the non-
dimensional radiative heat fluxes predicted by the various
methods for �h=1. In this case, the predictions by both P1 and P3
match the MC results better. Also, while the unphysical results are
still present, they are confined to smaller regions, and the degree
to which the nondimensional heat fluxes overshoot unity is sig-
nificantly reduced. Figure 7 shows the nondimensional radiative
heat fluxes predicted by the various methods for �h=5. In this
case, the match between results predicted by the PN method and
the MC method is quite good. In particular, the P3 method is more
accurate than the P1 method for heat flux predictions at the bottom

Fig. 4 Comparison of the nondimensional heat flux computed
at the bottom „hot wall… using various mesh sizes and the
P3-based RTE solver: „a… various structured grids „quadrilateral
cells…, and „b… various unstructured grids „triangular cells…

Fig. 5 Comparison of nondimensional heat fluxes predicted
using the P1 and P3 methods with benchmark MC results †15‡
for �h=0.1: „a… bottom, „b… right „side…, and „c… top walls. The
heat fluxes are normalized by �Th

4.
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Fig. 6 Comparison of nondimensional heat fluxes predicted
using the P1 and P3 methods with benchmark MC results †15‡
for �h=1: „a… bottom, „b… right „side…, and „c… top walls. The heat
fluxes are normalized by �Th

4.

Fig. 7 Comparison of nondimensional heat fluxes predicted
using the P1 and P3 methods with benchmark MC results †15‡
for �h=5: „a… bottom, „b… right „side…, and „c… top walls. The heat
fluxes are normalized by �Th

4.
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and right walls. At the top wall, it appears that the P1 method
slightly outperforms the P3 method. However, the actual heat flux
values are too small for this difference to be of much significance.
No unphysical results are produced for the optically thick case
with either of the two PN methods.

The second verification study was performed on a case that is
identical to the first case, except that only part of the bottom wall
is heated, as shown in Fig. 8. The same computational mesh as the
first case was used. The results are shown in Figs. 9–11 for the
three different optical thickness values. Once again, it is observed
that the predictions of both P1 and P3 do not match the “exact”
MC results for �h=0.1. In this case also, the nondimensional heat
flux at the heated section of the bottom wall attains unphysical
values above unity. Once again, though unphysical, these results
are consistent with the results shown by Modest and Yang �15�. As
the optical thickness is increased, the results start approaching MC
results. For �h=5, P3 results are more accurate than P1 results.

In the two problems just discussed, there is no emission or
absorption by the medium. The energy emitted by the hot surface
is simply scattered. Thus, both problems are that of radiative equi-
librium, i.e., � ·qR=0, where qR is the radiative heat flux. In a
conservative finite-volume procedure, as used here, the radiative
heat fluxes must balance when summed over all the boundary
faces. In order to verify our formulation and code, the aforemen-
tioned flux balance test was conducted for both test cases. Table 1
shows the fluxes computed at each wall using the two PN meth-
ods, as well as the overall imbalance in flux. In all cases, it is seen
that the imbalance is approximately six orders of magnitude
smaller than the flux at the hot surface. This is consistent with the
fact that the convergence criterion used to generate these results
was six orders of magnitude decrease in the residuals �l2 norm� of
the PN equations. These results indicate that even though for op-
tically thin situations the PN method produces unphysical results
locally, the overall energy conservation �first law� is satisfied in all
cases.

The P3 equations arise out of mathematical manipulations of a
physical conservation equation �the RTE�. As such, they do not
have a physical meaning. One of the key steps in the whole FV
formulation presented here is to express the original equations
proposed by Modest and Yang �15� in divergence form �Eq. �11��.
Since the FV method solves the governing PDEs in weak form
after integration, if the entire governing equation is in divergence
form, as Eq. �11� is, the formulation is fully conservative, and will
balance fluxes �not physical fluxes, but the sum of U1 through U4�
even on the coarsest of meshes.

Fig. 8 Geometry and boundary conditions for the second
benchmark problem

Fig. 9 Comparison of nondimensional heat fluxes predicted
using the P1 and P3 methods with benchmark MC results †15‡
for �h=0.1: „a… partly heated bottom, „b… right „side…, and „c… top
walls. The heat fluxes are normalized by �Th

4.
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Fig. 10 Comparison of nondimensional heat fluxes predicted
using the P1 and P3 methods with benchmark MC results †15‡
for �h=1: „a… partly heated bottom, „b… right „side…, and „c… top
walls. The heat fluxes are normalized by �Th

4.

Fig. 11 Comparison of nondimensional heat fluxes predicted
using the P1 and P3 methods with benchmark MC results †15‡
for �h=5: „a… partly heated bottom, „b… right „side…, and „c… top
walls. The heat fluxes are normalized by �Th

4.
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3.2 Performance of RTE Solver. The solution of the RTE
using the P3 method involves solution of a set of four coupled,
second-order, elliptic PDEs. As mentioned earlier, it was found
that these equations cannot be brought to convergence using a
segregated solution approach, and a coupled solver was used in
this study. One of the critical issues in the coupled solver, as
described in Sec. 2.3, is how many cells should be included in
each internal subdomain. The IDD+GMRES solver was tested for
the first verification case with various numbers of cells in each
subdomain. The overall computational domain consisted of
22,902 triangular cells. Table 2 shows the CPU time taken and the
memory required for various subdomain sizes. All computations
were performed on an Intel core 2 duo processor, with 2.3 GHz
processor speed and 3.23 Gbytes of memory. The convergence
criterion used is six orders of magnitude reduction in the l2 norm
of all four P3 equations. As expected, the convergence deteriorates
with decrease in optical thickness. Also, as more cells are included
in each subdomain, the convergence improves rapidly. For the
best case, six orders of magnitude convergence is achieved in just
32 s for the optically thick case. This is also to be expected since
more cells in each subdomain imply more implicitness. However,
improved performance is achieved with a severe memory penalty.
When all 22,902 cells are treated implicitly, the solver requires
152 Mbytes of memory, which is probably prohibitively large if
extrapolated to complex 3D calculations. In other applications of
this same solver �24,25�, it was found that an optimum subdomain
size exists from an efficiency perspective. In this case, however,
an optimum was not apparent. Perhaps, the optimum, in this case,
is beyond 22,902 cells, and may manifest itself if larger calcula-
tions with more cells are undertaken. However, since the mesh
used in this case is already quite fine, further refinement was not

pursued to investigate this matter further, and will be pursued
once the formulation is extended to 3D geometries.

3.3 Coupling With Reacting Flow Solver. As a final step to
demonstrate the new P3-based RTE solver, it was coupled with an
in-house 2D reacting flow solver �24,25�. Overall outer iterations
were performed �Fig. 2� to couple all the conservation equations,
and to address nonlinearities in the governing equations, which
were all solved in appropriate linearized form.

The test problem considered is that of steady state homoge-
neous combustion of a methane-air mixture under laminar flow
conditions, i.e., a laminar flame. A simple 2D diffusion flame con-
figuration, as shown in Fig. 12�a�, is considered. Based on the
inlet conditions, the overall equivalence ratio is unity, and the
Reynolds number based on the channel width is approximately
150. A two-step reaction mechanism �29� involving six gas-phase
species �CH4, CO2, H2O, N2, O2, and CO� was used for gas-phase
chemistry calculations. The computational mesh comprised of
19,953 triangular cells, and part of the mesh is shown in Fig.
12�b�. Convergence was deemed to have been attained when the
l2 norm of all the governing equations decreased by six orders of
magnitude. The extinction coefficient was assumed to be constant,
and two different values were considered, as follows: 5 m−1 and
50 m−1 �resulting in optical thickness of 0.25 and 2.5, respec-
tively, based on the channel width�, while a constant value of 0.5
was assumed for the scattering albedo.

The temperature distributions predicted by the P1 and P3 meth-
ods are shown in Fig. 13 for the optically thick case since the PN
approximation is more accurate in optically thick situations, as
found from the results of the preceding verification studies. It is
clear that inclusion of radiation lowers the temperature of the

Table 1 Radiative heat flux summary „nondimensional… for the two verification cases pre-
dicted using the two PN methods

Case Method �h Flux bottom wall Flux left wall Flux right wall Flux top wall Net imbalance

Full wall heated P3 5 0.492558 �0.217163 �0.217081 �0.058314 3.7510−8

1 0.851047 �0.323475 �0.323126 �0.204446 3.2010−8

0.1 1.164568 �0.384449 �0.379256 �0.400864 5.2010−8

P1 5 0.54314 �0.242844 �0.24281 �0.057485 4.7210−8

1 1.019033 �0.403547 �0.40355 �0.211936 8.3010−9

0.1 1.419656 �0.487861 �0.487864 �0.44393 2.5010−7

Part wall heated P3 5 0.077127 �0.030773 �0.030022 �0.016328 7.2010−8

1 0.169036 �0.054103 �0.05308 �0.061854 1.5010−7

0.1 0.263464 �0.075301 �0.074713 �0.11345 1.0010−7

P1 5 0.082922 �0.034302 �0.033442 �0.015178 1.0310−7

1 0.194765 �0.07418 �0.073165 �0.04742 5.6210−7

0.1 0.287098 �0.098049 �0.097813 �0.091236 2.8610−8

Table 2 CPU time taken, number of iterations required for six orders of magnitude conver-
gence, and peak memory required by IDD+GMRES solver as a function of the subdomain size.
All calculations were performed on an Intel core 2 duo processor with 2.3 GHz processor
speed.

NC,m

�h=0.1 �h=5

CPU time
�s� Iterations

Memory
�Mbytes�

CPU time
�s� Iterations

Memory
�Mbytes�

24,000 313.22 69 152 31.07 27 152
12,000 7154.43 7630 85 455.73 615 85
6000 12916.34 20548 51 608.64 1030 51
3000 19650.02 46065 34 882.15 1953 34
1600 34739.53 97454 26 1411.8 3725 26
800 - - - 2327.9 7267 21
400 - - - 3585.73 14,467 19
200 - - - 5346.59 28,368 19
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flame significantly, as expected. The temperature distributions pre-
dicted using both PN methods are almost identical, although a
close inspection reveals minor differences especially at the tip of
the flame. Both methods resulted in smooth overall convergence,
and the residuals for both optical thicknesses are shown in Fig. 14.
It is worth noting that although the physical results are error-prone
for the optically thin case, this case represents the worst-case sce-
nario in terms of numerical convergence, and has, therefore, been
considered in this study. The following discussion focuses on this
optically thin case. For the P1 approximation, the RTE converges
ahead of the overall energy equation, and the overall convergence
is held up by the energy equation. For the P3 approximation, the
convergence of the RTE �four P3 equations� is slowest, and affects

the overall convergence of the flow solver adversely. For the op-
tically thick case �not shown�, the PN equations converged very
rapidly compared with the other equations, as expected. From a
memory standpoint, the P1 solver required an additional 16%
memory for the one additional PDE that needed to be solved: 77
Mbytes for overall solver with P1 versus 67 Mbytes for solver
without radiation. The memory requirement of the P3 solver
�IDD+GMRES solver� depends on the number of subdomains
used. As discussed earlier, if no internal domain decomposition is
performed, the performance is the best, but the memory require-
ment is too high. For the present computations, four subdomains
were used. The rationale for this choice is that four subdomains
resulted in an additional 40 Mbytes memory requirement for the
four additional PDEs, which is roughly a linear scale-up from the
memory required by the P1 solver. Perhaps, because the most
efficient setup �of using no internal domain decomposition� is not
utilized in this case, the overall convergence of the flow solver is
adversely affected by the slow convergence of the P3 equations to
some degree. One of the ways to improve the convergence is to
use tighter tolerance criteria within the GMRES solver for the P3
equations, and further research is underway to investigate this
issue. The flow solver with P3 requires slightly more number of
outer iterations �2553 versus 2361� than the flow solver with P1
for six orders of magnitude convergence �Fig. 14�, and the overall
CPU time consumed increases from an extra 9.3–14.5%. The total
CPU time taken by the flow solver with P1 is 11,242 s while the
CPU time taken by the flow solver with P3 is 12,746 s. The
number of PDEs solved in the flow solver without radiation is 10,
while the number of PDEs solved with P3 radiation is 14. Thus, a
14.5% increase in the CPU time due to the extra four PDEs rep-
resents significantly better than linear scale-up, and is, therefore,
deemed acceptable.

Fig. 12 „a… Geometry and boundary conditions for the reaction
flow test case „2D laminar methane-air flame…, and „b… compu-
tational mesh: only one-third of the channel is shown for clarity

Fig. 13 Temperature distributions for a laminar methane-air diffusion flame: „a… without including
radiation, „b… including radiation calculated using P1, and „c… including radiation calculated using P3
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4 Summary and Conclusions
A conservative finite-volume procedure has been presented for

discretization of the P3 equations of radiative transfer on an un-
structured mesh. The resulting block-implicit equations have been
solved using a new solver, referred to as the IDD+GMRES solver.
The solver facilitates both variable-to-variable as well as spatial
�cell-to-cell� coupling in an implicit manner. The solver is based
on the decomposition of the computational domain into subdo-
mains using the binary spatial partitioning algorithm, and subse-
quent solution of the block-implicit equations within each subdo-
main using an incomplete LU-preconditioned restarted GMRES
solver.

The finite-volume procedure and the coupled solver were tested
for two benchmark problems. The two benchmark problems were
chosen such that they represent worst-case scenarios for the PN
method, namely, cold medium surrounded by hot walls �1�. It was
found that for low to intermediate optical thicknesses, both P1 and
P3 methods produce inaccurate results when compared with exact
Monte Carlo results. In some cases, the results are also locally
unphysical. For optically thick situations, both P1 and P3 pro-
duced reasonably accurate results. Overall, the P3 method appears
to be superior in accuracy over the P1 method—a finding that is

consistent with past findings �14,15�, and one that warrants further
research on higher-order PN methods. It is worth emphasizing that
the findings reported here are for worst-case scenarios for the PN
method, and by no means, discount either the P1 or P3 approxi-
mation as possible methods for solution of the RTE. For cases
with cold walls and strongly emitting media, the accuracy of both
P1 and P3 methods is expected to be substantially better �1�.

Flux conservation property of the method was tested thor-
oughly, and it was found that the formulation and numerical pro-
cedure presented here conserves the radiative heat fluxes �overall
energy� exactly, irrespective of the mesh or the optical thickness
used. This is an important aspect of any numerical scheme for
solution of the RTE since violation of the radiative flux conserva-
tion will also lead to violation of the overall energy conservation.

The performance of the new RTE solver was investigated by
changing the maximum number of cells within each internal sub-
domain. The best performance was obtained when no partitioning
was used and the RTE was solved using a full-field GMRES
solver. Six orders of magnitude convergence was obtained on a
22,902-cell mesh in just 32 s. However, this required 152 Mbytes
of memory. In order to keep memory requirements reasonable, it
would be necessary to use more than one partition in large-scale
computations, and further research is necessary to arrive at a com-
promise between memory and efficiency.

As a final step, the P1 / P3-based RTE solver was coupled to a
standalone flow and energy equation solver, and subsequently
demonstrated for a 2D laminar flame case with six species, result-
ing in a total of ten PDEs for the flow, energy, and species con-
servation equations. The P1 method �one additional PDE� was
found to require approximately 9.3% additional CPU over the
core flow solver, while the P3 method �four additional PDEs�
required an additional 14.5% CPU. The results presented here
clearly demonstrate the feasibility of using the P3 approximation
for computation of reacting flows. Future work will focus on ex-
tension of the current procedure to three-dimensional geometry.
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Nomenclature
Af � area of face f �m2�

Ai,j,k � link coefficients
h � cavity width �m�
I � intensity �W m−2 sr−1�

IS � intensity at surface �W m−2 sr−1�
Ib � Planck function �W m−2 sr−1�
In
m � position dependent coefficients in intensity ex-

pansion expression

Īn
m � position dependent coefficients expressed in

local coordinates
n̂ � unit surface normal vector

NC � total number of cells in computational domain
NC,m � maximum number of cells in subdomain

qR � radiative heat flux �W m−2�
S � surface area of cell �m2�
ŝ � direction vector
T � temperature �K�

x , y , z � global coordinates �m�
x̄ , ȳ , z̄ � local coordinates �m�

Yn
m � spherical harmonic functions

Fig. 14 Convergence of the overall flow solver using „a… P1
and „b… P3 approximations
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Greek
�n � coefficients in P3 equations �see Eq. �6��
� � extinction coefficient �m−1�
	 f � distance between two cell centers straddling

face f along normal �m�
�i � unknowns in general form of P3 equation �see

Eq. �9��
� � scattering phase function

�i,j � coefficients in P3 equations �see Eq. �4��
�1 � coefficients in general for of P3 equations �see

Eq. �9��
�� � optical coordinates �dimensionless�

�h � optical thickness based on cavity width
�dimensionless�

� � scattering albedo �dimensionless�
� � solid angle �sr�

�V � volume of cell �m3�
� � Stefan–Boltzmann constant

�=5.6710−8 W m−2 K−4�
�S � scattering coefficient �m−1�
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The stationary monochromatic radiative transfer equation is posed in five dimensions,
with the intensity depending on both a position in a three-dimensional domain as well as
a direction. For nonscattering radiative transfer, sparse finite elements [2007, “Sparse
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International Symposium of Radiative Transfer, Bodrum, Turkey; 2008, “Sparse Adaptive
Finite Elements for Radiative Transfer,” J. Comput. Phys., 227(12), pp. 6071–6105] have
been shown to be an efficient discretization strategy if the intensity function is sufficiently
smooth. Compared with the discrete ordinates method, they make it possible to signifi-
cantly reduce the number of degrees of freedom N in the discretization with almost no
loss of accuracy. However, using a direct solver to solve the resulting linear system
requires O�N3� operations. In this paper, an efficient solver based on the conjugate
gradient method with a subspace correction preconditioner is presented. Numerical ex-
periments show that the linear system can be solved at computational costs that are
nearly proportional to the number of degrees of freedom N in the discretization.
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1 Introduction
It is widely known that radiation is an important mode of heat

transfer in participating media at high temperatures. During the
last decades, various methods have been developed to solve the
radiative transfer equation �RTE� �e.g., see Refs. �1–5��. Very
popular methods include the PN-approximation, the finite volume
method �FVM�, finite element method �FEM� and, in particular,
the discrete ordinates method �DOM�. These methods are all
based on a semidiscretization in solid angle with NS degrees of
freedom, which may correspond to spherical harmonics, discrete
ordinates, or control volumes. Each of the resulting NS equations
is then discretized in physical space with ND degrees of freedom,
leading to NS ·ND unknowns in total. As both NS and ND are the
number of degrees of freedom arising from a two- or three-
dimensional discretization, the computation of the radiative inten-
sity becomes very costly when the meshes are refined.

In Refs. �6,7�, an efficient discretization, the sparse tensor prod-
uct approximation, was presented. Instead of using NS ·ND degrees
of freedom in the discretization, the number of unknowns is pro-
portional to ND log NS+NS log ND. This can be achieved with al-
most no loss of accuracy if the radiation intensity is sufficiently
smooth. For functions that do not satisfy the smoothness condi-
tion, adaptive sparse finite elements can improve the efficiency of
the discretization �7�. In contrast to the discrete ordinates method,
where the equation is discretized in the first step with respect to
solid angle and in the second step with respect to physical space,
a scaled least-squares approach similar to that in Ref. �3� is used,
where basis and weight functions depend on both direction as well
as position in physical space. Another key ingredient is the use of
hierarchical basis functions. Instead of standard finite elements,
products of hierarchical finite element basis functions span the
finite element space.

In the papers �6,7� mentioned above, however, an essential as-
pect was missing, namely, the discussion of the computational
costs that are required to compute for the intensity in the new
discretization. Clearly, the significant reduction in the number of
unknowns by itself reduces the computational costs compared
with a standard discretization even if the full stiffness matrix of
the finite element discretization was set up in the most straight-
forward way. However, if a standard direct solver is used, the
computational costs are proportional to up to the third power of
the number of unknowns in the discretization and as the matrix is
very ill-conditioned, using iterative methods without precondi-
tioning is also not a viable option.

This paper focuses on efficient algorithms that make it possible
to solve the linear system, arising from the sparse tensor product
approximation at computational costs that are almost proportional
to the number of degrees of freedom in the discretization. With
this method, the RTE can be solved with high accuracy at afford-
able computational costs.

Until now, this method has only been analyzed and tested for
the monochromatic RTE in two dimensions without scattering for
fully absorbing cold walls as boundary conditions

s · �xI�x,s� + ��x�I�x,s� = ��x�Ib�x�, �x,s� � D � S2 �1�

I�x,s� = 0 for x � �D, s · n�x� � 0 �2�

Here, x is a position in a two-dimensional domain D, s is a direc-
tion in solid angle, I�x ,s� is the radiation intensity, Ib�x� is the
blackbody intensity, ��x� is the absorption coefficient, which is
assumed to be uniformly bounded from below and above �0
��0����1���, and n�x� is the outer unit normal to D. As the
RTE is simplified from a three-dimensional to a two-dimensional
domain, the intensity is assumed to be constant with respect to the
z-coordinate, i.e., �I /�z=0.

The adaptation of the algorithms to three space dimensions is
rather straightforward, while the analysis of the method for prob-
lems that take into account scattering effects is open. Both topics
will be subjects for future research.
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This paper is structured as follows: Sec. 2 contains a summary
of the sparse tensor product discretization as described in Ref. �6�.
In Sec. 3 the conjugate gradient solver �CG� with the algorithms
for efficient matrix-vector multiplication and preconditioning are
presented, while numerical convergence results of the precondi-
tioner are discussed in Sec. 4. Section 5 contains a summary of the
results and conclusions.

2 Sparse Tensor Product Discretization
The sparse tensor product discretization is an adaptation of

sparse grids �8,9� for the RTE. The discretization is based on two
families of hierarchical basis sets. For the construction of these
basis sets, the domains D and S2 are equipped with hierarchies of
dyadically refined meshes TD

l and TS
l , l=0,2 , . . . ,L, up to a given

level L. Based on these meshes, hierarchical spaces of continuous,
piecewise linear functions on TD

L and discontinuous, piecewise
constant functions on TS

L are constructed. In physical space, the
hierarchical basis of hat functions �10� is used, while in solid
angle the space is constructed with L2�S2�-orthogonal Haar wave-
lets �7�.

Let

�i
Ii�x�, 0 � i � L, Ii = 1, . . . ,ND

i , and

� j
Jj�s�, 0 � j � L, Jj = 1, . . . ,NS

j

denote the set of basis functions in physical space and solid angle,
respectively, up to level L. The indices i and j refer to the level of

a basis function and the indices Ii and Jj are the level index on a
given level i and j, respectively. ND

i and NS
j are the number of

basis functions on level i in physical space and on level j in solid
angle, respectively. Some examples of hierarchical hat basis func-
tions �i

Ii�x� are shown in Fig. 1.
As both D and S2 are two-dimensional domains

ND
i = O�4i� and NS

j = O�4 j� �3�
A standard finite element discretization that uses all product

basis functions �i
Ii�x�� j

Jj�s� up to level L in physical space as well
as solid angle would require O�42L� degrees of freedom. The idea
of the sparse tensor product discretization now is to reduce the
number of degrees of freedom to O�L ·4L�, which scales up to a
logarithmic factor L like the number of degrees of freedom in one
of the component spaces. The framework of sparse grids offers
rules that allow to a priori select such a subspace without com-
promising accuracy for sufficiently smooth functions, namely, that
the intensity function I�x ,s� is discretized with a linear combina-
tion of only those product functions of which the sum of the levels
i+ j is smaller or equal to the maximum level L

I�x,s� = �
i=0

L

�
j=0

L−i

�
Ii=1

ND
i

�
Jj=1

NS
j

Ii,j
Ii,Jj�i

Ii�x�� j
Jj�s� �4�

This restriction to a subset of all product basis functions reduces
the number of unknowns Ii,j

Ii,Jj from ND ·NS to a number NL that is
proportional to ND log NS+NS log ND.
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Fig. 1 „a…–„c… Examples of hierarchical hat basis functions up to level 2. The hierarchical hat basis functions of level 0
correspond to the vertices of the coarsest mesh „marked with circles in „d……, while the basis functions of levels 1 and 2
correspond to the vertices marked with diamonds and triangles, respectively.
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Inserting the ansatz �Eq. �4�� into the weighted-residual �or
weighted least-squares� variational formulation for �Eq. �1��

�5�

with weighting functions

Wi,j
Ii,Jj�x,s� =

1

��x�
�s · �x�i

Ii�x�� j
Jj�s� + ��x��i

Ii�x�� j
Jj�s�� �6�

leads to a symmetric, positive definite linear system in the un-
known coefficients �see Eq. �4��

Ii,j
Ii,Jj, i = 0, . . . L, j = 0, . . . ,L − i ,

Ii = 1, . . . ,ND
i , Jj = 1, . . . ,NS

j

Using a level first ordering, these unknowns can be stored in the
upper left part of a block matrix as displayed for L=2

I = �I0,0 I0,1 I0,2

I1,0 I1,1 0

I2,0 0 0
� with Ii,j = � Ii,j

0,0
¯ Ii,j

0,NS
j

] � ]

Ii,j
ND

i ,0
¯ Ii,j

ND
i ,NS

j � �7�

3 Preconditioned CG-Algorithm
Due to the hierarchical basis functions, the full stiffness matrix

from the discretization �Eqs. �4�–�6�� is ill-conditioned with at
least O�42L� matrix entries. Using a standard direct linear solver
would lead to computational costs proportional to up to �NL�3. An
alternative is the use of an iterative method. As the matrix is
symmetric and positive definite, the CG-algorithm is the straight-
forward method of choice. To obtain an overall computational
effort that scales like the number of unknowns NL in the discreti-
zation, the number of CG-iterations has to be independent of the
refinement level L and the number of operations in the matrix-
vector multiplication has to be proportional to NL.

3.1 Matrix-Vector Multiplication. The matrix-vector multi-
plication can be carried out with optimal complexity, which means
at computational costs proportional to the number of degrees of
freedom NL in the discretization, by taking advantage of the fact
that the bilinear form of the variational formulation �Eq. �5�� sepa-
rates in the sense that the integral over the product space can be
written as a sum of products of integrals over S2 and D.

a��i
Ii · � j

Jj,�k
Ik · �l

Jl� = �
m=1

9

bm��i
Ii,�k

Ik� · cm�� j
Jj,�l

Jl� �8�

For every m� �1, . . . ,9	 and i , j ,k , l� �1, . . . ,L	 the matrices Bik
m

�RND
i

�ND
k

and C jl
m�RNS

j
�NS

l
are defined as the stiffness matrices

from the bilinear forms bm��i
Ii ,�k

Ik� and cm�� j
Jj ,�k

Jk� with matrix
elements

�Bik
m�Ii,Ik

= bm��i
Ii,�k

Ik�, Ii � ND
i , Ik � ND

k ,

�9�
�C jl

m�Jj,Il
= cm�� j

Jj,�l
Jl�, Jj � NS

j , Jl � NS
l

The matrix-vector multiplication for the matrix from the discreti-
zation �Eqs. �4�–�6��

Ĩk,l
Ik,Jl = �

i+j�L

Ii�ND
i ,Jj�NS

j

Ai,j,k,l
Ii,Jj,Ik,IlIi,j

Ii,Jj, k + l � L, Ik � ND
k , Il � NS

l

�10�

with

Ai,j,k,l
Ii,Jj,Ik,Il

ª a��i
Ii · � j

Jj,�k
Ik · �l

Jl� �11�

can then be written as a block matrix multiplication �shown for
L=2�

�12�
Here, “←” denotes the partial assignment, where only values that
correspond to degrees of freedom in the sparse tensor product
space are set.

A straightforward multiplication of the matrices on the right
would require additional storage space in the lower right part of
the block matrix, where the values in the intensity matrix IL are
zero for the intermediate state. As this would destroy the desired
complexity, following the sparse grids multiplication strategy
�11,12�, the last matrix is split into an upper part and a lower part.

�B0,0
m B0,1

m B0,2
m

B1,0
m B1,1

m B1,2
m

B2,0
m B2,1

m B2,2
m �

T

�I0,0 I0,1 I0,2

I1,0 I1,1 0

I2,0 0 0
��C0,0

m C0,1
m C0,2

m

C1,0
m C1,1

m C1,2
m

C2,0
m C2,1

m C2,2
m �

�13�

=�B0,0
m B0,1

m B0,2
m

B1,0
m B1,1

m B1,2
m

B2,0
m B2,1

m B2,2
m �

T

�I0,0 I0,1 I0,2

I1,0 I1,1 0

I2,0 0 0
��C0,0

m C0,1
m C0,2

m

0 C1,1
m C1,2

m

0 0 C2,2
m �

�14�

+ �B0,0
m B0,1

m B0,2
m

B1,0
m B1,1

m B1,2
m

B2,0
m B2,1

m B2,2
m �

T

�I0,0 I0,1 I0,2

I1,0 I1,1 0

I2,0 0 0
�� 0 0 0

C1,0
m 0 0

C2,0
m C2,1

m 0
�

�15�
The upper part �Eq. �14�� is evaluated first by partially multi-

plying the last two matrices

�Î0,0 Î0,1 Î0,2

Î1,0 Î1,1 0

Ĩ2,0 0 0
�← �I0,0 I0,1 I0,2

I1,0 I1,1 0

I2,0 0 0
��C0,0

m C0,1
m C0,2

m

0 C1,1
m C1,2

m

0 0 C2,2
m �

�16�

Journal of Heat Transfer FEBRUARY 2010, Vol. 132 / 023403-3

Downloaded 05 Dec 2010 to 193.140.21.150. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



before partially carrying out the first multiplication

�Ĩ0,0 Ĩ0,1 Ĩ0,2

Ĩ1,0 Ĩ1,1 0

Ĩ2,0 0 0
�← �B0,0

m B0,1
m B0,2

m

B1,0
m B1,1

m B1,2
m

B2,0
m B2,1

m B2,2
m �

T

�Î0,0 Î0,1 Î0,2

Î1,0 Î1,1 0

Ĩ2,0 0 0
�
�17�

For the lower part �Eq. �15��, the first two matrices are multiplied
partially before evaluating the second matrix multiplication.

As hierarchical bases are used, the block matrices BL
m and CL

m of
level L have O�L ·4L� matrix entries and the partial matrix-vector
multiplication requires O�L24L�=O�LNL� operations. To obtain
computational costs that are proportional to NL, basis transforma-
tions between hierarchical and standard basis functions are used

�i
Ii�x� = �

i�=0

ND
0 +. . .+ND

lD

�Ri,lD�Ii,i�
�i�

lD�x� ,

�18�

� j
Jj�s� = �

j�=0

NS
0+. . .+NS

lS

�S j,lS�Jj,j�
	 j�

lS�s�

Here, �i�
lD�x� �i�� �1, . . . ,ND

0 + . . .+ND
lD	� is the basis of standard

finite element hat functions of level lD on TD
lD, 	 j�

lS�s� �j�
� �1, . . . ,NS

0+ . . .+NS
lS	� is the basis of piecewise constant func-

tions of level lS on TS
lS, Ri,lD is the matrix of basis transform from

the standard basis of level lD to the hierarchical basis on level i in
physical space, and S j,lS is the matrix of basis transform from the
standard basis of level lS to the Haar basis on level j in solid
angle. The submatrices Bik

m and C jl
m can then be written as

Bik
m = Ri,lDBm,lD�Rk,lD�T, i,k � lD, and

�19�
C jl

m = S j,lSCm,lS�Sl,lS�T, j,l � lS

where Bm,lD and Cm,lS are the standard finite element matrices
with matrix entries

�Bm,lD�i�,k� = bm��i�
lD,�k�

lD�, �Cm,lS� j�,l� = cm�	 j�
lS,	l�

lS� �20�

and the block matrices up to level lD and lS, respectively, can be
written as

BlD
m = RlDBm,lD�RlD�T and ClS

m = SlSCm,lS�SlS�T �21�

with

RlD
ª �R0,lD

]

RlD,lD
� and SlS

ª �S0,lS

]

SlS,lS
� �22�

For fixed level j and index Jj in solid angle, with I j
Jj denoting the

corresponding column vector up to level L− j of the coefficient

matrix IL, the operation Ĩ j
Jj = �BL−j

m �TI j
Jj can be written as

Ĩ j
Jj = �BL−j

m �TI j
Jj = RlL−j�Bm,L−j�T�RlL−j�TI j

Jj �23�

The matrix-vector multiplication �RlL−j�TI j
Jj �and analogously for

RlL−j� can be carried out at computational costs proportional to the
length of the vector I j

Jj, using standard hierarchical reconstruction
techniques �10�. As the finite element matrices with respect to
standard basis are sparse, the matrix-vector multiplication �Eq.
�23�� requires a computational effort proportional to the number of
elements in I j

Jj and the partial matrix-vector multiplication as in
Eq. �17� requires O�NL� operations. With analogous arguments for

the solid angle matrices, it is easy to see that the partial matrix
multiplication with respect to solid angle as in Eq. �16� can also
be computed with the same complexity, which makes it possible
to compute the matrix-vector multiplication for the linear system
�Eq. �10�� with the optimal complexity of O�NL� operations.

3.2 Preconditioning. To be able to compute for the intensity
at computational costs that are proportional to the number of de-
grees of freedom in the discretization NL, the number of iteration
steps in the CG-solver must be independent of the refinement
level. Without preconditioning, numerical experiments show that
the number of iteration steps to solve the linear system grows
rapidly when the discretization is refined �Figs. 5 and 6�. There-
fore, an efficient preconditioner is crucial to obtain the desired
complexity of the solver.

A preconditioner for a linear system

Ax = b �24�

with a symmetric positive definite operator A is a symmetric posi-
tive definite linear operator M that is used to transform Eq. �24�
into an equivalent linear system

MAx = Mb �25�

For a preconditioner to be efficient it has to satisfy two criteria, as
follows:

1. For any vector y the matrix-vector multiplication My has to
be easy to compute, optimally at computational costs pro-
portional to the dimension of y.

2. MA should be close to the identity matrix in the sense that
the condition number of MA is independent of the refine-
ment level and close to 1 as this guarantees the number of
CG-iterations to be small and bounded by a constant that is
independent of the refinement level.

Numerical experiments show that using a multiplicative subspace
preconditioner �13� is a successful strategy for the linear system
from Eqs. �4�–�6�. In a manner similar to sparse grid precondition-
ers for elliptic problems �14�, the sparse tensor product space is
divided into �L+1� overlapping subspaces.

V̂L = �
lD+lS=L

VlD,lS
�26�

where the space VlD,lS
contains all product basis functions up to

level lD in physical space and up to level lS in solid angle

VlD,lS
= span��i

Ii�x�� j
Jj�s�; i � lD, j � lS, Ii � ND

i , Jj � NS
j 	

�27�

Or, in terms of coefficient matrices Ii,j from Eq. �7�, VlD,lS
consists

of the unknowns stored in the blocks Ii,j with 0� i� lD and 0
� j� lS �see Fig. 2�. However, as the RTE is a hyperbolic prob-
lem, some adaptations of the preconditioner are required.

The preconditioner is based on the following idea: If we dis-
cretized the RTE on any of these subspaces VlD,lS

, lD+ lS=L, with
standard finite elements, which means continuous, piecewise lin-
ear hat functions of level lD in physical space and discontinuous,
piecewise constant functions on the spherical triangles of level lS
in solid angle, we would obtain NS

0+ . . .+NS
lS transport equations,

each corresponding to the direction of one spherical triangle. If a
one-point quadrature rule was used for integrating over the solid
angle, this discretization would be identical to a discrete ordinates
method with NS

0+ . . .+NS
lS discrete ordinates, combined with a

least-squares finite element discretization in physical space with
ND

0 + . . .+ND
lD mesh vertices.

Thanks to the decoupling in solid angle, the RTE would be a
simple transport equation for each triangle, which could be solved
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separately for each spherical triangle using an algebraic multigrid
solver �AMG� �15�. As the relative complexity of the AMG algo-
rithm is nearly independent of the number of degrees of freedom
in the discretization, the computational costs for solving the RTE
on such a subsystem with standard discretizations is nearly pro-
portional to the number of degrees of freedom in the subspace.

When restricting the sparse tensor product discretization to one
of these subspaces VlD,lS

, the solution in VlD,lS
is a good approxi-

mation for the solution of the sparse tensor product discretization,
restricted to this subspace. This property can be used to subse-
quently solve a linear system on each of the subspaces and obtain
a multiplicative subspace preconditioner M for the linear system
from the sparse tensor product discretization that iteratively com-
putes for corrections on the subspaces VlD,L−lD

�lD=0, . . . ,L�, and
adds them to the current approximation �Algorithms 1 and 2�.

In the sparse tensor product discretization the subspaces VlD,L−lD
are discretized with

Algorithm 1 Subspace Correction Preconditioner x←My
x←0
for lS=0 to L �Loop over levels in solid angle	 do
lD=L− lD �Level in physical space	
r←y−Ax
clD,lS

←Subspace solve�lD , lS ,r� �Subspace correction on
VlD,lS

	
x←x+clD,lS
end for
for lD=0 to L�Loop over levels in physical space	 do
lS=L− lD �Level in solid angle	
r←y−Ax
clD,lS

←Subspace solve�lD , lS ,r� �Subspace correction on
VlD,lS

, Algorithm 2	
x←x+clD,lS
end for
return x

Algorithm 2 Subspace solver clD,lS
←Subspace solve�lD , lS ,r�

rlD,lS
←r �Restriction of residual to levels �lD , lS�	

r̃←rlD,lS
�SlS�−T �Transformation to standard representation

in solid angle	
for i=0 to � j=0

lS Ni �Loop over triangles in solid angle	 do
ri

S← �RlD�−1r̃i �Transformation to standard representation
in physical space	
ci

S← ��m=1
9 �BlD

m �T�ClS
m�i,i�−1ri

S �Solving the linear system
using AMG	
c̃i← �RlD�−Tci

S �Transformation to hierarchical
representation in physical space	
end for

clD,lS
← c̃�SlS�−1 �Transformation to hierarchical

representation in solid angle	
return clD,lS

hierarchical bases instead of standard bases as required for the
AMG-solver. Therefore, after restricting the residual r=b−Ax to
the subspace VlD,L−lD

, it has to be transformed into standard bases
with respect to space as well as solid angle. After solving the linear
subsystem with respect to the standard bases, the correction has to
be transformed back into hierarchical representation clD,lS

. In terms
of matrices, the linear system is transformed into a linear system
with respect to the standard bases using basis transformation
matrices �Eq. �22�� as follows:

�
m=1

9

�BlD
m �TclD,lS

ClS
m = rlD,lS

�28�

RlD�
m=1

9

��Bm,lD�T�RlD�TclD,lS
SlSCm,lS��SlS�T = rlD,lS

�29�

�30�

�
m=1

9

��Bm,lD�TclD,lS
S Cm,lS� = rlD,lS

S �31�

Here, rlD,lS
S and clD,lS

S denote the residual and the correction matrix
with respect to the standard bases.

This transformation requires that the inverse of the operator RlD

from the left and the inverse of �SlS�T from the right are applied to
the residual matrix to obtain the residual in standard bases and,
after the linear system has been solved in standard bases, analo-
gous transformations have to be carried out to obtain the correc-
tion matrix in hierarchical representation.

As the hierarchical basis functions in solid angle are
L2�S2�-orthogonal, the linear operator SlS satisfies

�SlS�TSlS = D ⇒ �SlS�−1 = �SlS�TD �32�

where D is a diagonal matrix with positive matrix entries. There-
fore, the inverse operators �SlS�−1 and �SlS�−T can be applied at
computational costs proportional to the number of degrees of free-
dom in VlD,lS

.
In physical space, the operators �RlD�−1 and �RlD�−T can be

applied to the subspace coefficients by using the standard decom-
position strategy �10� for the hierarchical basis at computational
costs proportional to the number of degrees of freedom in VlD,lS

.
As the total sum of the degrees of freedom in the L+1 sub-

spaces VlD,lS
is bounded by 2NL

�
l=0

L

Vl,L−l = �
l=0

L

Nl � 2NL �33�

the relative complexity of the preconditioner is nearly independent
of the refinement level L.

4 Numerical Results and Discussion

If we assume that the corrections clD,lS
S can be computed at costs

proportional to the number of elements in clD,lS
S , the computational

effort in each CG-iteration step is proportional to the number of
degrees of freedom NL in the sparse tensor product discretization.
The efficiency of the sparse tensor product solver therefore de-

Fig. 2 The subspace VlD,lS
contains all degrees of freedom up

to level lD in physical space and up to level lS in solid angle.
The figure shows the subspaces VlD,lS

for L=3.
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pends on the quality of the preconditioner. An optimal precondi-
tioner would reduce the number of iteration steps to a small num-
ber that is independent of the refinement level. In practice,
however, a preconditioner where the number of iterations grows
very slowly when the refinement level is increased is already very
satisfactory.

The preconditioned CG-method for sparse finite elements is
tested for the two-dimensional test problems on the unit circle
presented in Ref. �6�. There, we assessed the approximation prop-
erties of the sparse tensor product approximation and showed that
the sparse tensor product method allows to reduce the number of
degrees of freedom from ND ·NS to O�NS log ND+ND log NS� with
almost no loss of accuracy and that the method is clearly superior
to pure refinement with respect to physical space.

In example 1, the absorption coefficient is equal to 5 and the
blackbody intensity is given by

Ib�x� = 
10 · �0.8 − �x��/0.8, �x� � 0.8

0, �x� 
 0.8
� �34�

In example 2, there are three emitting sources with maximum
intensity 10 that decay exponentially �see Fig. 3�. The absorption
coefficient is equal to the blackbody intensity, which is increased
by 0.5. In physical space, the coarsest mesh TD

0 is shown in Fig. 4,
while the vertices of TS

0 are the corners of the octahedron.
The performance of the preconditioner is measured by compar-

ing the number of CG-iteration steps with and without subspace
correction preconditioner.

Figure 5 shows the convergence of the CG-method to reduce

the relative residual
rA

fA
for example 1 with and without precon-

ditioning. Here,  · A denotes the energy norm corresponding to
the bilinear form in Eq. �5�. Although the CG-method converges
without preconditioning to the required tolerance of 10−10 for all
levels, the number of iterations grows faster than linearly with
respect to the refinement level. Applying the multiplicative sub-
space preconditioner significantly reduces the number of iterations
to very small numbers of 5, 6, and 9 iterations on levels 1, 2, and
3. Although the number of iterations grows slowly when the space
is refined, the increase is clearly sublinear with respect to the
number of levels and the total number of iterations is very small.

The convergence of the CG-method in example 2, where the
absorption coefficient is inhomogeneous, is shown in Fig. 6. The
difference between the number of iterations with and without pre-
conditioning is even more evident than for example 1. Without
preconditioner, the convergence rate of the CG-method deterio-
rates drastically when the refinement level L is increased. The
preconditioner reduces the number of iterations even more signifi-
cantly than in example 1 to 7, 9, and 12 iterations.

5 Conclusions and Outlook
An efficient solver for computing the radiation intensity for the

nonscattering RTE with the sparse tensor product discretization
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Fig. 3 The blackbody intensity Ib„x… of example 2

Fig. 4 The coarsest mesh TD
0 in physical space
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Fig. 6 Number of CG-iterations with and without precondition-
ing for example 2
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has been presented. The algorithm uses the preconditioned CG-
method with an efficient matrix-vector multiplication strategy and
a multiplicative subspace preconditioner. The matrix-vector mul-
tiplication can be carried out at computational costs proportional
to the number of degrees of freedom in the discretization NL. The
number of operations to apply the preconditioner, which is based
on an algebraic multigrid solver, is nearly proportional to NL. The
preconditioner significantly reduces the number of CG-iterations
to a number that grows very slowly when the discretization level
L is increased. This makes it possible to solve the RTE with high
accuracy at affordable computational costs.

As the variational formulation �Eq. �5�� can be easily adapted to
the RTE with scattering �16�, the sparse tensor product discretiza-
tion will also be applicable to this case. However, as the scattering
kernel couples different directions of the radiation intensity at a
given position, performance and efficient implementation of an
adapted subspace preconditioner are to date open and will be sub-
ject to future research.
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A Finite Element Treatment of the
Angular Dependency of the
Even-Parity Equation of Radiative
Transfer
The present article introduces a new method to solve the radiative transfer equation
(RTE). First, a finite element discretization of the solid angle dependence is derived,
wherein the coefficients of the finite element approximation are functions of the spatial
coordinates. The angular basis functions are defined according to finite element prin-
ciples on subdivisions of the octahedron. In a second step, these spatially dependent
coefficients are discretized by spatial finite elements. This approach is very attractive,
since it provides a concise derivation for approximations of the angular dependence with
an arbitrary number of angular nodes. In addition, the usage of high-order angular basis
functions is straightforward. In the current paper, the governing equations are first de-
rived independently of the actual angular approximation. Then, the design principles for
the angular mesh are discussed and the parameterization of the piecewise angular basis
functions is derived. In the following, the method is applied to one-dimensional and
two-dimensional test cases, which are commonly used for the validation of approximation
methods of the RTE. The results reveal that the proposed method is a promising alterna-
tive to the well-established practices like the discrete ordinates method (DOM) and
provides highly accurate approximations. A test case, which is known to exhibit the ray
effect in the DOM, verifies the ability of the new method to avoid ray effects.
�DOI: 10.1115/1.4000233�

1 Introduction
During the last century numerous approximation methods for

the calculation of radiation heat transfer were proposed. Accept-
able numerical methods are accurate, easy to apply to complex
geometries, and have the ability to deal with real radiation prob-
lems. Furthermore, the calculation methods should be computa-
tionally efficient in terms of memory usage and processing time.
Extensive overviews of available methods are given by Viskanta
and Mengüc �1�, Mishra and Prasad �2� and recently by Viskanta
�3�.

Virtually all of the generally applicable methods are based on
the solution of the radiative transfer equation �RTE�, a first-order
integrodifferential equation. These solution methods need to ac-
count for the spatial and the angular dependence of the radiative
intensity. Regarding the angular dependence, the discrete ordi-
nates method �DOM� �4� and the spherical harmonics �PN� ap-
proximation �5� have attracted great attention.

In the DOM the governing equations are easy to derive, the
extension to high- order angular approximations is straightfor-
ward, and it may be readily applied to complex geometries. Be-
cause of these advantages, the DOM has evolved as a standard
solution method of the RTE. However, the DOM has several
shortcomings, perhaps the most important one being the “ray ef-
fect” �6�: In cases with strongly confined radiation sources the
integral quantities of radiation transport, e.g., the radiative heat
flux, are over- and underestimated for distinct directions. The
DOM solves the RTE for a set of discrete directions and the inte-
gral quantities are calculated by a weighted sum �quadrature� of
the distinct solutions afterwards. This approach is the origin of the

ray effect. The usage of higher order quadratures may mask it, but
one must be aware that ray effects are inherent to the DOM and
also to the derived methods like the finite volume method �7,8�.
As a remedy for mitigating the ray effect the modified discrete
ordinate method �9� was proposed. However, this method has sig-
nificant restrictions regarding its general applicability.

In the PN-approximation the angular dependence of the radia-
tion intensity is expanded into a series of associated Legendre
polynomials �10�. Mostly, the series is truncated to the
P1-approximation, seldom a P3-approximation is used. The origin
of this restriction is the serious deficiency of the PN-
approximations: The formulation of the boundary conditions is
not straightforward and is tedious for general geometries and
high-order approximations. Recently, Modest and Yang �11� pub-
lished a concise derivation of the equations and the related bound-
ary conditions for high-order PN-approximations. This may stimu-
late the usage of P3 and higher approximations in the future, but
the mathematical formulation is still demanding.

These observations have led us to the development of an alter-
native treatment of the angular dependence in the RTE. Starting
out from the second-order even-parity �EP� equation �12� of ra-
diative transport, we derived a finite element discretization of the
angular and the spatial domain. This approach enables a continu-
ous representation of the angular dependence of the radiative in-
tensity and hence eliminates ray effects rigorously. Since the
mathematical formulation is independent in the selection of the
basis functions used for the spatial and the angular finite elements,
the extension of the method to high-order approximations is
straightforward. This approach has evolved in the early days in the
context of the neutron transport equation �13,14�, but has received
only little attention in the heat transfer community. The authors
have adopted the method for solving the radiative heat transfer
�RHT� equation as recently proposed by Becker et al. �15�. Com-
parable methods were lately published by Coelho �16�, Pontaza
and Reddy �17�, Cui and Li �18�, and Widmer and Hiptmair �19�.
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2 Derivation of the Equations

2.1 Radiative Transfer Equation. Considering an arbitrary
volume V filled with a gray emitting-absorbing, isotropically scat-
tering media, the balance of radiative intensity I�r ,s� along a di-
rection s is given by the radiative transfer equation

s · �I�r,s� = �Ib�r� − �I�r,s� +
�

4�
�

4�

I�r,s��d�� �1�

where �, �, and � indicate the absorption, the extinction, and the
scattering coefficient. Ib is the blackbody intensity, which is re-
lated to the temperature T of the medium by

Ib =
Eb

�
=

�

�
T4 �2�

If the boundary A of the enclosure is assumed as black and non-
reflecting, the intensity I�r ,s� at the boundary is

I�rwall,s� = Ib, n · s � 0 �3�

for all outward directions s. Equation �1� together with Eq. �3�
constitutes a first-order initial value problem. Since this first-order
equation is of the hyperbolic type, the stability and the accuracy of
the numerical method may be critical and the numerical solution
procedure requires provisions like the marching technique. In the
current work the problem, as defined by Eqs. �1� and �3�, is con-
verted into an equivalent second-order boundary value problem of
the parabolic type. This transformation is done by the EP formu-
lation of radiative transfer, which was derived in context of the
neutron transport equation �20� and was adopted to the RTE by
Song and Park �12�.

2.2 Even-Parity Formulation. In the EP formulation the ra-
diative intensity I�r ,s� is expressed as a sum of a directional,
even-symmetric quantity ��r ,s�, and a directional, odd-
symmetric quantity 	�r ,s�

I�r,s� = 1
2 ���r,s� + 	�r,s�� �4�

with

��r,s� = I�r,s� + I�r,− s� �5a�

	�r,s� = I�r,s� − I�r,− s� �5b�

By using the EP formulation the radiative transfer is fully defined
by the calculation of ��r ,s� and 	�r ,s� in one arbitrary half of
the solid angle. This can be easily shown by evaluating the radia-
tive heat flux q�r� and the incident radiation G�r�

q�r� =�
4�

sI�r,s�d� �6a�

G�r� =�
4�

I�r,s�d� �6b�

Substituting I�r ,s� as given by Eq. �4� into Eqs. �6a� and �6b� and
using the symmetry properties of ��r ,s� and 	�r ,s�, the integra-
tion in Eqs. �6a� and �6b� can be restricted to 1/2 of the solid angle

q�r� = 1
2�

4�

s���r,s� + 	�r,s��d� =�
2�

s	�r,s�d� �7a�

G�r� = 1
2�

4�

���r,s� + 	�r,s��d� =�
2�

��r,s�d� �7b�

Formulating Eq. �1� for the two directions s and −s, adding and
subtracting the resulting equations and substituting Eqs. �5a� and
�5b�, a system of coupled differential equations in ��r ,s� and
	�r ,s� is obtained

s · �	�r,s� + ���r,s� = 2�Ib�r� +
�

2�
�

2�

��r,s��d�� �8a�

s · ���r,s� + �	�r,s� = 0 �8b�

Solving Eq. �8b� for the odd quantity 	�r ,s�

	�r,s� = −
1

�
s · ���r,s� �9�

and inserting Eq. �9� in Eq. �8a�, the following second-order dif-
ferential equation

− s · �
1

�
s · ���r,s� + ���r,s� = 2�Ib�r� +

�

2�
�

2�

��r,s��d��

�10�
of radiative transfer is derived.

Contrary to the initial value problem, as defined in Sec. 2.1, the
EP equation needs a boundary condition for the inward and the
outward directions. These boundary conditions can be deduced
from Eq. �3� by replacing the intensity I�r ,s� with Eq. �4� and
using the symmetry properties of ��r ,s� and 	�r ,s�. Following
this path, the boundary condition

��r,s� − sign�n · s�
1

�
s · ���r,s� = 2Ib�r� �11�

is obtained.
With Eqs. �10� and �11� the radiative transfer is transformed to

a second-order differential equation of the parabolic type. The use
of this second-order boundary value problem instead of the first-
order initial value problem enables one to adopt the standard
Galerkin approach, which provides unconditional stability, to
solve the RTE.

2.3 Weak Solution. A common procedure for the derivation
of the governing equations of the Galerkin finite element method
�FEM� is the application of the weighted residual method �21�.

In this method the differential equation is multiplied by a
weight function W�r ,s� and the integrated residual is set to zero.
In the traditional approach this integration is restricted to the spa-
tial domain, and the directional dependence is addressed by the
DOM �22�. Here, the directional and the spatial dependence are
approximated by means of the FEM. Therefore, the integration
includes both, the angular and spatial, domains.

The weighted residual approach is written as

�
2�

�
V
�s · �

1

�
s · ���r,s� − ���r,s� +

�

2�
�

2�

��r,s��d��

+ 2�Ib�r��W�r,s�dVd� = 0 �12�

Using Green’s theorem and integrating the second-order deriva-
tive by parts, leads to the so-called weak formulation of the EP
equation
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�
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�n · s�
1

�
s · ���r,s�W�r,s�dAd�

−�
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�
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1

�
s · ���r,s�s · �W�r,s�dVd�

−�
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V
����r,s� −
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2�
�

2�

��r,s��d���W�r,s�dVd�

+�
2�

�
V

2�Ib�r�W�r,s�dVd� = 0 �13�

where the integration over the boundary A is used to fulfill the
boundary condition Eq. �11�. The boundary condition is integrated
in Eq. �13� by solving Eq. �11� for

1

�
s · ���r,s� = sign�n · s����r,s� − 2Ib�r�� �14�

and replacing the integrand in the area term in Eq. �13�. This leads
to the integral equation

�
2�

�
A

�n · s����r,s� − 2Ib�r��W�r,s�dAd�

−�
2�

�
V

1

�
s · ���r,s�s · �W�r,s�dVd�

−�
2�

�
V
����r,s� −

�

2�
�

2�

��r,s��d���W�r,s�dVd�

+�
2�

�
V

2�Ib�r�W�r,s�dVd� = 0 �15�

which is the starting point for the following finite element discreti-
zation.

2.4 Finite Element Formulation. For the discretization of
Eq. �15� and the derivation of the algebraic linear system by
means of finite elements two formulations are suitable. On the one
hand, the equations may be discretized by using elemental basis
functions to approximate the solution and the weighting function
as a series expansion locally. Afterwards the global system is con-
structed by superposition of the elemental contributions. This ap-
proach is often used, since it is the most convenient for imple-
menting the finite element method in a computer code. On the
other hand, the derivation of the algebraic system may be
achieved by using globally defined basis functions. For the present
purpose it is more advantageous to use the global approach, since
it results in a formulation, which is much easier to compare with
the DOM or the PN-approximations. Later on, the separation of
the globally defined functions into the elemental contributions will
be examined in a brief manner.

By introducing the angular approximation, the EP quantity
��r ,s� is written as

��r,s� = 	
n

M�

�n�r�
n�s� �16�

and the weight function W�r ,s� is

W�r,s� = 	
n

M�

Wn�r�
n�s� �17�

where the spatial dependence of ��r ,s� and W�r ,s� is still un-
known. Hence, the coefficients �n�r� and Wn�r� are just spatially
dependent coefficients of the angular basis function 
n�s�. The
choice of suitable angular basis functions is limited by two restric-

tions: They must be linearly independent and they must also be
square integrable over the angular domain. These requirements are
fulfilled by every piecewise defined function of any order. Insert-
ing the expansions �16� and �17� into the weighted residual Eq.
�15�, a system of M� equations

	
n

M� �
A

��n�r��̄nm − 2Ib�r��̄m�Wm�r�dA

−�
V

1

�
�T�n�r��nm

11 � Wm�r�dV −�
V

��n�r��nm
00 Wm�r�dV

+�
V

� �

2�
�n�r��n

00�m
00 + 2Ib�r��m

00�Wm�r�dV = 0 �18�

with the coefficients

�nm
11 =�

2� 

�� � ��

�  �

�� � ��
�
n�s�
m�s�d� �19a�

�nm
01 =�

2�

s
n�s�
m�s�d� �19b�

�nm
00 =�

2�


n�s�
m�s�d� �19c�

�m
00 =�

2�


m�s�d� �19d�

�̄nm =�
2�

�n · s�
n�s�
m�s�d� �19e�

�̄m =�
2�

�n · s�
m�s�d� �19f�

is obtained.
Equation �18� constitutes a linear system for the determination

of the coefficients �n�r� in the angular domain, where the spatial
dependence is left to later analysis. Clearly, the choice of the basis
functions determines the pattern of sparsity in the matrices. If,
e.g., piecewise constant, nonoverlapping basis functions are used,
all off-diagonal terms in the matrix are zero and a system of
equations similar to the one derived by the DOM will be obtained
�14�. On the other hand, if high-order polynomials defined in the
whole angular domain are chosen, a system of equations compa-
rable to the PN-approximation will be derived. For the subsequent
analysis, piecewise linear basis functions with compact support
are applied for the angular approximation and, as a result, all
off-diagonal terms marking adjacent nodes are nonzero.

The fully, spatially, and angularly, discretized algebraic equa-
tion for the RHT problem, as defined by Eq. �15�, is derived by
substituting a suitable approximation for the coefficients �n�r� in
Eq. �18�. Again, the unknowns are expanded into a series of glo-

bally defined basis functions, here in the spatial domain 
̂p�r�.
With

�n�r� = 	
p

Mr

�np
̂p�r� �20a�

Wn�r� = 	
p

Mr


̂p�r� �20b�

the approximations of the EP quantity
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��r,s� = 	
p

Mr

	
n

M�

�np
̂p�r�
n�s� �21�

and the weight function

W�r,s� = 	
p

Mr

	
n

M�


̂p�r�
n�s� �22�

are deduced as a product of basis functions for the direction s and
position r. Substituting Eqs. �20a� and �20b� into Eq. �18�, one
equation of the resultant linear system in position and direction
reads:

	
p

Mr

	
n

M�

Anmpq�mq = bnp �23�

with matrix elements

Anmpq =�
A


̂p�r��̄nm
̂q�r�dA −�
V

1

�
�T
̂p�r��nm

11 � 
̂q�r�dV

−�
V

�
̂p�r��nm
00 
̂q�r�dV +�

V

�

2�

̂p�r��n

00�m
00
̂q�r�dV

�24�

and source term

bnp = 2�
A

Ib�r��̄n
̂p�r�dA − 2�
V

Ib�r��n
00
̂p�r�dV �25�

Equation �23� defines the linear system

A� = b

� = ��11,�12, . . . ,�1M�
, . . . ,�MrM�

� �26�

with an underlying block structure where the angular equations
Eq. �18� are embedded in the system defined by the spatial ap-
proximation �Fig. 1�.

With results calculated from the solution of Eq. �26�, the inci-
dent radiation Eq. �7b� is calculated from

G�r� = 	
p

Mr

	
n

M� �
2�


n�s�d�
p�r��np = 	
p

Mr

	
n

M�

�n
00�s�
p�r��np

�27�
and the heat flux Eq. �7a� is given by

q�r� = −
1

�	
p

Mr

	
n

M� �
2�

s � s
n�s�d� � 
p�r��np =

−
1

�	
p

Mr

	
n

M�

�n
11 � 
p�r��np �28�

As stated earlier the most convenient way of implementing the
finite element method in a computer code is by adding the global
coefficients from the elemental contributions. In order to do this,
the angular domain � and the spatial domain V are decomposed in
nonoverlapping elements �e and Ve in such a way that

V = 	
e

Ve �29�

and

� = 	
e

�e �30�

With these subdivisions the global angular and spatial basis func-
tions are split into the elemental parts


̂p�r� = 	
e


̂p
e�r� �31a�


n�s� = 	
e


n
e�s� �31b�

and hence the coefficients can be calculated by restricting the
integrations to the elements Ve and �e. Afterwards, the elemental
coefficients are added according to the continuity requirements as
defined by Eqs. �31a� and �31b�.

2.5 Angular Discretization and Definition of the Basis
Functions. Up to this point, no assumptions about the nature of
the basis functions other than those at the beginning of Sec. 2.4
were made. As stated earlier, piecewise angular functions are used
in the subsequent calculations. Consequently, the definition of the
basis functions requires two steps: First, the elemental decompo-
sition of the solid angle, and second, the definition of the elemen-
tal basis functions on those elements.

To perform the angular decomposition, meshes based on octa-
hedrons were used, even if simpler schemes, e.g., the classical
longitudinal/latitudinal subdivisions, are available. The reason for
this choice is the symmetry under rotations of � /2 and the nearly
equally sized angular elements of the octahedral meshes. Accord-
ing to the principles for the construction of quadratures for use
with the DOM, these attributes are believed to be crucial for the
accuracy of numerical results �23�.

The angular meshes are constructed in the following way. Start-
ing out from an octahedron inscribed in the unit sphere with the
vertices placed on the coordinate axes, the edges of the basic
planar triangles are subdivided into N equal parts by N−1 new
nodes. Afterwards the nodes are connected by lines parallel to the
edges of the basic triangles leading to a finer triangular grid. On
each intersection of the connecting lines, additional nodes are
placed. An example of this triangulation of order N=2 is pre-
sented in Fig. 2. The spherical grid is built afterwards by project-
ing the triangulation onto the unit sphere �Fig. 2�. Following this
procedure, grids with

M� = 6,18,38, . . . ,�4N2 + 2� �32�

nodes and 8,32,72, . . . ,8N2 elements are obtained.
It should be emphasized that the procedure described here sub-

Fig. 1 Structure of the spatial and angular linear system
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divides the whole solid angle, even though the application of the
EP formulation requires only the partitioning of one arbitrary half
of the solid angle. This reduction to the half angle is readily ob-
tained by splitting the mesh at, e.g., the equatorial plane.

The basis functions in solid angle are defined by the parameter-
ization of planar triangles, since the definition of general functions
on spherical triangles is not achievable. If the vertices of a planar
triangle are denoted by r1, r2, and r3, each point r in the planar
triangle may be described by the barycentric coordinate system as

r = 
x1 x2 x3

y1 y2 y3

z1 z2 z3
�
�1

�2

�3
� = A� with 	

i=1

3

�i = 1 �33�

A point r on the planar triangle is assigned to a point s on the
spherical triangle by

s =
r

�r�
�34�

By inverting Eq. �33� and inserting Eq. �34�, s is represented by a
unique parameterization �i

� = A−1r = A−1�r�s �35�

where the distance �r� of the point on the planar triangle to the
origin is unknown. Noting that the planar triangle is part of the
plane with the normal form

�r − ri� · n = 0 → r · n = D = ri · n, i = �1,2,3 �36�

where ri is one of the vertices of the planar triangle and the nor-
mal vector is given by

n = �r1 − r2� � �r1 − r3� �37�

the norm �r� is expressed by the points in the spherical triangle by
inserting Eq. �34� in Eq. �36�

�r� =
D

n · s
�38�

Using this result, Eq. �35� is a function

� = ��s� = A−1 D

n · s
s �39�

of the points on the spherical triangle or the direction s. By using
Eq. �39� each basis function


̂e�r� = f��� �40�

defined on the planar triangle may be used as basis function


e�s� = f���s�� �41�

of the direction s.
By noting that the restriction

	
i=1

3

�i = 1 �42�

in Eq. �33� requires �3=1−�1−�2, it is obvious that the inverse of
Eq. �33� directly defines the commonly used linear basis function
on the planar triangle and, hence, Eq. �39� defines the equivalent
linear function on the spherical triangle.

3 Results and Discussion
Based on the theoretical and analytical considerations described

previously, computer codes have been developed that are able to
simulate one-dimensional, two-dimensional, and three-
dimensional RHT problems. While the one-dimensional code is
implemented using the MATLAB �24� environment, the multidi-
mensional codes are implemented in the C programming language.
For the results to be discussed subsequently, linear basis functions
in the spatial domain and linear basis functions in the angular
domain were used as defined by Eq. �39�. The angular discretiza-
tions were obtained from different stages of refinement of the
octahedron and are labeled as “SAFE M�,” where M� is the
number of nodes of the mesh in the total solid angle as given by
Eq. �32� and SAFE is an acronym for solid angle finite element.
The coefficients of the angular linear system Eq. �18� were calcu-
lated by numerical integration, where each spherical triangle is
subdivided in a number of smaller triangles and a Newton–Cotes
quadrature is employed in the subtriangles. A criterion for the
accuracy of the integration was the total sum of the distinct coef-
ficients, which must conform to the analytical values of the well-
known angular moments �23�. Solutions of the linear system of
equations were calculated by the stabilized conjugate gradient
method from van der Vorst �25�. To compare the proposed method
to well-established methods, computer codes based on the same
spatial finite element code using the EP-DOM �26� together with
the level symmetric hybrid �LSH�-quadratures �27�, and the
P1-approximation �28� with Marshak’s boundary conditions were
developed.

In order to assess the performance of the method, benchmarks
were computed and compared with the exact solution. These
benchmarks are commonly used to analyze the performance of a
computational solution technique for the RTE �16,22�. In all cases
the incident radiation, Eq. �27�, and the radiative heat flux, Eq.
�28�, were calculated. For the assessment of the accuracy the er-
rors are quantified by the root mean square �rms� defined as

rms�y� =� 1

N	
i

N

�y�zi� − yexact�zi��2 �43�

In the following, test cases with highly simplified geometries were
investigated, for which analytical solutions are available. The ap-
plication of the method to more realistic three-dimensional geom-
etries has been reported recently �15�.

3.1 Test Case A: Emitting and Absorbing Plane-Parallel
Medium. An emitting and absorbing plane-parallel medium with
prescribed temperature bounded by black, cold walls was investi-
gated as a first test case. This problem is attractive since the ana-
lytical solution is easily calculated to arbitrary precision, and it
allows to obtain a first impression of the fundamental quality of
the approximation method.

In Figs. 3 and 4 the net heat flux q and the incident radiation G
are plotted as calculated by the finite element method for optical
thicknesses �L=0.1, 1.0, and 10.0. In each case, the temperature
of the medium was equivalent to Ib=1 /�. Because of the symme-
try of the problem, the figures show only 1/2 of the solution do-
main. The analytical solutions are calculated from the equations
given in the textbook by Modest �28�.

While the finite element method predicts the net radiative heat
flux with good accuracy for all stages of refinement of the angular
mesh and optical thicknesses �L, the predicted incident radiation

Fig. 2 Triangulation of the order N=2 and the derived octahe-
dral angular finite element mesh
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in the optically thin case differs significantly from the analytical
results for coarser angular grids. A detailed insight in the predic-
tion quality of the SAFE in dependence of the angular and spatial
mesh is given by Figs. 5 and 6. The reason for the error trends as
displayed by these figures is easily understood by the inspection
of Fig. 7.

Independent of the optical thickness the intensity in directions
parallel to the walls is I�z ,0�= Ib. In the optically thick case ap-
proximately the same intensity is obtained independent of the di-
rection for locations far enough from the walls. Approaching the
cold walls, the intensity in either the upper or the lower hemi-
sphere will drop rapidly to zero. From this observation the values
for � in the EP equation may be deduced. With Eq. �4� and the
symmetry properties of �, the value ��z�=2 /� can be derived
for all directions in the symmetry plane z=L /2. Using again Eq.
�4�, the direction independent value ��z ,��=1 /�, for ��0, can
be derived for positions in the vicinity of the walls. A directional
dependence of � can only be observed at positions between the
symmetry plane and the wall. There, � decreases smoothly from
2 /� to 1 /� for directions perpendicular to the wall, while ��z ,��
for directions nearly parallel to the wall displays a steep gradient
in the close vicinity to the boundary. Summarizing these consid-
erations, it can be concluded that in the optically thick case a
moderate number of angular nodes is sufficient, but a small spatial

element size is necessary. This conclusion is confirmed by the rms
values calculated from the predicted net heat fluxes and incident
radiation as depicted in Figs. 5 and 6. It is obvious that the lowest-
order angular discretization does not yield a satisfactory accuracy
and the rms rapidly converges toward a limit when refining the
spatial grid. As expected, the refinement of the spatial grid has a
strong major influence on the accuracy of the solution, provided
the angular discretization is fine enough.

The opposed characteristics can be found for the optically thin
case. In the symmetry plane the intensity normal to the walls is
I�z , �1����LIb� /2. It increases for �→0 exponentially toward
the limit I�z ,0�= Ib. When approaching the upper wall, the inten-
sity I�z ,0� remains constant and I�L ,1� is twice the value in the
symmetry plane. According to Eq. �4� and the symmetry proper-
ties of �, this implies that ��z ,�� is nearly independent of the
position inside the medium and decreases only for directions near
�=0 approximately to the half. Therefore, the spatial element size
plays a less significant role. These assumptions are confirmed by
the results of the finite element calculations presented in Fig. 4.
Clearly, the finite element approximation is not capable of predict-
ing the incident radiation with an error less than 40% in the case
of a coarse angular mesh. Only with the refinement of the angular
grid satisfactory predictions can be obtained. This is verified by
the results plotted in Figs. 5 and 6. Obviously, an improvement of

Fig. 3 Test case A: Radiative heat flux q in an emitting-absorbing plane-
parallel medium

Fig. 4 Test case A: Incident radiation G in an emitting and absorbing par-
allel medium
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Fig. 5 Test case A: rms values of net heat flux predictions

Fig. 6 Test case A: rms values of incident radiation predictions

Fig. 7 Contour plots of the exact solution of the even-parity equation
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the quality of the prediction is only possible with refinement of
the angular mesh and an influence of the spatial grid size is not
observed.

3.1.1 Comparison to the DOM and the P1-Approximation. For
comparison of the finite element method with the well-established
DOM and P1-approximation the same test case was calculated
using these methods. The rms values obtained from these approxi-
mations are tabulated in Table 1, together with the results obtained
from the SAFE method. Comparison of the rms reveals that the
SAFE outperforms the DOM for all angular discretizations. In the
optically thin case, �L=0.1, and the optical intermediate case,
�L=1.0, the SAFE 38 with 38 angular nodes predicts the heat flux
and the incident radiation with comparable accuracy to the DOM
with the S10 quadrature �120 nodes�. A very different behavior is
found in the optically thick case. Here, the two coarsest angular
grids predict the radiative heat flux with an accuracy comparable
to the S4 and S6 DOM. If angular meshes with more nodes are
used, the rms reaches a limiting value �see Fig. 5� and the results
obtained with the DOM simulations are of higher quality than
those calculated by the finite element method. The rms values of
the incident radiation as calculated by the finite element method
are always lower than the rms values calculated by the DOM.

The effect of the optical thickness on the accuracy of the SAFE,
the DOM, and the P1 was investigated from the calculations as
presented in Fig. 8. In this figure the rms is plotted versus the
optical thickness for two spatial discretizations. It can be seen that
the SAFE ensures better results than the two other angular dis-
cretization methods provided the spatial grid is fine enough. If not,
the prediction error increases linearly with increasing optical

thickness. The same behavior is found for the DOM, but with the
DOM the increase in the error starts at larger optical thicknesses
as compared with the finite element method.

A second criterion besides accuracy is computational time
needed by a solution method. Table 4 tabulates the CPU time
required for the solution of the linear systems resulting from the
DOM, the P1, and the SAFE. For absorbing and emitting media
the SAFE needs, in general, more CPU time in optically thin cases
than in optically thick cases. This is not surprising since the FEM
for parabolic second-order equations gives rise to coefficient ma-
trices with a condition number inversely proportional to the
square of the effective mesh width. Furthermore, the typical con-
vergence rates of conjugate gradient methods are proportional to
the root of the condition number �21�. Summarizing this, conver-
gence rates directly proportional to the inverse of the optical
thickness can be expected. Compared with the DOM, the SAFE
method needs notably larger computational resources in the thin-
ner media. Here the low convergence rate combined with the
larger number of unknowns strongly increases runtime. In the op-
tically thick case, the CPU times of the DOM and the SAFE are of
comparable order. However, it should be remembered that in all
cases the SAFE provides better accuracy than the DOM at a given
number of angular nodes; hence, runtime increase may be less
significant.

3.2 Test Case B: Isotropically Scattering, Nonabsorbing
Plane-Parallel Medium. In this test case the RHT in a nonab-
sorbing, isotropically scattering medium was considered. The wall
at z=0 was held at a temperature equivalent to the blackbody
intensity Ib=1 /� and the wall at z=L was assumed black and
cold. The test case was calculated for three optical thicknesses,
�L=0.2, 1.0, and 2.0. Since the medium is gray, this problem is
physically equivalent to radiative equilibrium where the diver-
gence of the radiative heat flux is zero. Highly accurate solutions
for this test case are available from the studies of Heaslet and
Warming �29,30�.

Again, the test cases were calculated with multiple subdivisions
of the octahedron. The predicted net heat fluxes and incident ra-
diation are tabulated in Table 2 and depicted in Fig. 9, respec-
tively. Because of the symmetry of the problem, Fig. 9 shows only
1/2 of the domain. As in the absorbing and emitting case, the
usage of coarser angular grids results in a large error for the op-
tically thin case. In all other cases the predictions of the incident
radiation are good. The results in Table 2 indicate that even the
angular approximation SAFE 6 with six angular nodes predicts
the net heat flux within a deviation of 0.9–0.4% from the expected
values depending on the optical thickness. The results of all other
angular discretizations are much closer to the analytical results.
Again, the rms of the net heat flux and incident radiation were
calculated for the predictions obtained from different angular dis-
cretizations and for different refinements of the spatial grid. These
rms values are plotted in Fig. 10 for the net heat flux and in Fig.
11 for the incident radiation. Similar to the absorbing-emitting,

Table 1 rms of the net heat flux and the incident radiation in case of the emitting-absorbing one-dimensional media. The CPU
times for the solution of the linear systems is also given.

� SAFE 6 SAFE 38 SAFE 102 SAFE 198 S4 S6 S8 S10 P1

rms�q� 0.1 0.00502 0.00244 0.00110 0.00054 0.00538 0.00349 0.00280 0.00235 0.00838
1.0 0.01412 0.00172 0.00050 0.00025 0.00468 0.00741 0.00577 0.00427 0.07325

10.0 0.00598 0.00260 0.00243 0.00244 0.00724 0.00206 0.00173 0.00175 0.02532
rms�G� 0.1 0.16658 0.07959 0.03544 0.01772 0.17956 0.11548 0.09233 0.07746 0.28245

1.0 0.05192 0.01929 0.00906 0.00581 0.04322 0.03972 0.03185 0.02544 0.23916
10.0 0.03208 0.02420 0.02184 0.02115 0.03780 0.02808 0.02573 0.02451 0.05922

CPU time �s� 0.1 0.05300 0.53264 5.01022 5.88745 0.05244 0.08104 0.10606 0.13590 0.01463
1.0 0.08041 0.34273 0.78240 1.73669 0.04869 0.08678 0.10012 0.16603 0.01506

10.0 0.02777 0.06405 0.13680 0.24494 0.04613 0.06248 0.08591 0.11616 0.01794

Fig. 8 Test case A: Comparison of the rms„q… calculated with
the finite element method, the DOM, and the P1-approximation
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optically thin medium, the error in the case of �=0.2 is only a
function of the angular mesh size and not of the spatial mesh. A
different result is obtained in the optically intermediate and thick
cases. Comparing Figs. 10 and 11 it is obvious that the error in the
prediction of the incident radiation is more dependent on the spa-
tial mesh than in the prediction of the net heat flux. Starting out
from a coarse angular and a coarse spatial mesh, only the refine-
ment of both, the spatial and the angular, grids together improves
the accuracy of the calculation of G. However, for all angular
discretizations the rms rapidly approaches a limiting value, and
further spatial refinement does not enhance the solution quality;
though, an anomaly arises for the finest angular grid. First, the
refinement of the spatial grid decreases the rms, then a minimum
value of the rms is reached and with further refinement, the error
increases slightly above the rms values of the next coarser angular
grid. The reason for this behavior may be found in the interaction
of the errors caused by the spatial and the angular discretizations.

The two sources of error seem to balance each other for coarse
grids, but with the refinement of the angular and spatial discreti-
zations the compensation effect is reduced.

For comparison of the finite element method with the DOM and
the P1-approximation the heat fluxes computed with these meth-
ods are also listed in Table 2. Additionally, the rms values for the
predictions obtained by the DOM and the P1 are tabulated in
Table 3. Again, the SAFE method guarantees superior accuracy
compared with both other methods. In the optically thin case, the
octahedral mesh with 38 angular nodes is capable to achieve bet-
ter accuracy than the DOM S10 with 120 directions. For �=1.0
and �=2.0 the gap between the methods is smaller, but usage of
the SAFE method still ensures a lower rms.

The CPU times needed in this test case are tabulated in Table 4.
As observed in the emitting and absorbing medium, the computa-
tional time needed by the SAFE decreases with increasing optical

Table 2 Predictions for the heat flux from the finite element method, the DOM, and the
P1-approximation

� Exact SAFE 6 SAFE 38 SAFE 102 SAFE 198 S4 S6 S8 S10 P1

0.2 0.8491 0.8567 0.8502 0.8494 0.8493 0.8406 0.8446 0.8459 0.8467 0.8696
1.0 0.5532 0.5567 0.5540 0.5536 0.5534 0.5416 0.5513 0.5526 0.5529 0.5714
2.0 0.3900 0.3917 0.3904 0.3901 0.3901 0.3836 0.3893 0.3897 0.3898 0.4000

Fig. 9 Test case B: Incident radiation G

Fig. 10 Test case B: rms values of the net heat flux
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thickness. However, compared with the absorbing and emitting
media the runtime is increased for angular meshes with a large
number of nodes, which is a consequence of the increased number
of floating point operations per solver iteration due to the fully
occupied angular system in the presence of scattering. In contrast,
the runtime of the DOM increases with increasing optical thick-
ness, which is a well-known effect of the outer iteration used in
the DOM implementation to update the radiative source term in
the RTE �22�. This results in a substantially larger computational
effort in the optically intermediate and thick cases compared with
the SAFE method.

3.3 Test Case C: Emitting and Absorbing Two-
Dimensional Medium. In this section the SAFE method, the EP-
DOM, and the P1-approximation were applied to a two-
dimensional, rectangular enclosure with cold, black walls and
filled with an absorbing and emitting medium. The medium was
maintained at an emissive power of unity everywhere, i.e., the
medium is isothermal. The “exact” solution was calculated by a
modified exchange factor method. For the approximate methods,
the enclosure was discretized with a grid of 20�20 bilinear ele-
ments. Calculations were performed for optical thicknesses �L

Fig. 11 Test case B: rms values of the incident radiation

Table 3 rms of the net heat flux and the incident radiation in case of the isotropically scattering one-dimensional media. The CPU
times for the solution of the linear systems are also given.

� SAFE 6 SAFE 38 SAFE 102 SAFE 198 S4 S6 S8 S10 P1

rms�q� 0.2 0.00768 0.00110 0.00035 0.00026 0.00847 0.00445 0.00318 0.00244 0.02047
1.0 0.00357 0.00089 0.00042 0.00030 0.01160 0.00192 0.00065 0.00034 0.01823
2.0 0.00179 0.00043 0.00016 0.00011 0.00646 0.00070 0.00029 0.00024 0.01000

rms�G� 0.2 0.01205 0.00226 0.00143 0.00128 0.00348 0.00185 0.00258 0.00290 0.02338
1.0 0.00284 0.00164 0.00054 0.00027 0.00814 0.00387 0.00233 0.00161 0.01742
2.0 0.00234 0.00071 0.00022 0.00009 0.00532 0.00139 0.00104 0.00081 0.00924

CPU time �s� 0.2 0.07417 0.40852 1.61102 5.41748 0.48638 0.79392 1.06637 1.32141 0.02629
1.0 0.07076 0.23242 0.70655 1.89832 1.34552 1.99621 2.64747 3.33634 0.02545
2.0 0.06998 0.17427 0.49531 1.26530 2.47727 3.48432 4.73401 5.79145 0.02327

Table 4 rms of the net heat flux and the incident radiation in case of an emitting-absorbing and an isotropically scattering
two-dimensional medium. The CPU times for the solution of the linear systems are also given.

Test case C �L SAFE 18 SAFE 38 SAFE 66 SAFE 102 S4 S6 S8 P1

rms�q� 0.1 0.00963 0.00499 0.00664 0.00686 0.01088 0.00965 0.00805 0.02158
1.0 0.03819 0.01858 0.01922 0.02433 0.05286 0.02238 0.02756 0.12401

10.0 0.09804 0.11488 0.12252 0.12594 0.10186 0.10607 0.10899 0.08331
rms�G� 0.1 0.08116 0.03071 0.02834 0.04319 0.01644 0.02457 0.03724 0.26145

1.0 0.17569 0.06889 0.02429 0.02030 0.13579 0.03982 0.09387 0.67349
10.0 0.03412 0.02728 0.02453 0.02449 0.06440 0.03444 0.02012 0.12955

CPU times �s� 0.1 2.297 5.713 11.280 17.136 1.150 2.457 4.500 0.041
1.0 0.740 1.939 3.533 5.704 0.885 1.751 3.025 0.038

10.0 0.523 1.017 2.439 3.709 0.619 1.289 2.145 0.037

Test case D
rms�q� 1.0 0.07181 0.03732 0.02665 0.02234 0.14479 0.06472 0.04343 0.01377
rms�G� 1.0 0.18534 0.12030 0.11223 0.10978 0.25752 0.09945 0.11552 0.28216
CPU times �s� 1.0 0.593 2.476 7.115 18.264 4.874 9.091 17.073 0.041
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=0.1, �L=1.0, and �L=10.0.
Figures 12 and 13 show the radiative heat fluxes at the top of

the two-dimensional enclosure for an optical thickness �L=0.1
and �L=1.0, respectively. The incident radiation at the centerline
y=0.5 is presented in Figs. 14 and 15. In both cases the finite
element solutions are able to predict the expected heat flux q and
incident radiation G with satisfactory accuracy. As in the one-
dimensional case the incident radiation calculated from SAFE
with coarse angular grids differs considerably from the exact val-
ues in the optically thin medium. The reason for this deviation
may be directly understood from the discussion for the one-
dimensional case. As pointed out there, the intensity in optically
thin media is strongly dependent on direction. Hence, increased
coupling between different directions in a low-order approxima-
tion has a negative influence on the accuracy. This fact is clearly
confirmed by comparison of the results of the SAFE with the
results obtained from the P1-approximation and the DOM, as de-
picted in Fig. 14. While the SAFE 18 and the P1 cannot reproduce
the profile of the incident radiation, the S4 DOM represents the
expected distribution fairly well. Furthermore, the gradient of the
incident radiation nearby the walls is greatly underpredicted by
the SAFE and the P1. This could be due to the Marshak boundary

conditions used by both of these methods. In contrast, the DOM,
which uses Marshak-like boundary conditions, calculates the inci-
dent radiation in the vicinity of the walls much better. Conse-
quently, a comparative study of the boundary conditions applied
to the angular finite element method is desired for the future.

The rms values calculated according to Eq. �43� are tabulated in
Table 4. Again, the SAFE predicts the heat flux with better accu-
racy as compared with the two other angular approximation meth-
ods considered here. In the case of incident radiation the approxi-
mations obtained from the DOM are less error-prone than the
results from the angular FEM for optically thin media, as can be
expected from the discussion above. In the optically intermediate
case, e.g., �L=1.0, the coarser angular meshes SAFE 18 and
SAFE 38 perform less well than the S4 and the S6 approximations
with comparable numbers of angular directions. Nearly always the
much simpler P1-approximation is outperformed by the two other
angular approximation methods.

Table 4 lists the CPU times needed for the calculations by the
FEM, the DOM, and the P1. Just as observed for the one-
dimensional test cases, the runtime decreases with increasing op-
tical thickness for all methods. Particularly in the optically thin
case the CPU usage of the SAFE rises rapidly with the increasing

Fig. 12 Test case C: Radiative heat flux profiles at the walls of
an emitting and absorbing two-dimensional medium

Fig. 13 Test case C: Radiative heat flux profiles at the walls of
an emitting and absorbing two-dimensional medium

Fig. 14 Test case C: Incident radiative intensity in the center-
line of an emitting and absorbing two-dimensional medium

Fig. 15 Test case C: Incident radiative intensity in the center-
line of an emitting and absorbing two-dimensional medium
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number of angular nodes and exceeds the runtime of the DOM. In
thicker media the runtime of the SAFE is of the same order as
compared with the DOM.

3.4 Test Case D: Purely Isotropically Scattering Two-
Dimensional Medium. In this test case the radiative transfer in an
isotropically scattering, nonabsorbing two-dimensional medium
was considered. The medium was exposed to diffuse irradiation
I=�T4 /� incident at y=0. Since this problem is known to empha-
size ray effects �9�, it is routinely studied as a benchmark for the
DOM. Highly accurate approximations of the radiative heat flux
and the source terms for this test case were tabulated by Crosbie
and Schenker �31�.

Figure 16 shows the net heat flux at the top wall for several
SAFE solutions together with the DOM approximations, the P1,
and the results from Crosbie and Schenker �31�. It is clearly vis-
ible that the DOM is prone to ray effects in this setup. Hence, the
S4 DOM solution deviates up to 30% from expected values and
cannot capture the expected heat flux profile. Using an S8 quadra-
ture with 80 directions minimizes the ray effect, but does not
eliminate it. In contrast, both methods using continuous functions
for the approximation of the angular dependence, SAFE and P1,
do not suffer from ray effects. Even the lowest-order SAFE, the
SAFE 18 with 18 directions, is capable of predicting the heat flux
without any ray effect within a deviation of 7%. By increasing the
number of angular nodes the predictions obtained from the finite
element approximation approach the exact values. However, the
SAFE 102 method does not predict the heat flux closer to the
exact values than the SAFE 66 approximation, an effect that has
been observed in the one-dimensional case as well. From the re-
sults obtained there, it can be concluded that further improvement
of the prediction is only available from the refinement of the an-
gular and the spatial grids together.

The incident radiation G on the centerline of the enclosure is
depicted in Fig. 17. Again, the DOM is affected by the ray effect,
independent of the angular quadrature used. As observed in the
predictions of the radiative heat flux no ray effect occurs in the
angular finite element method and the P1-approximation. How-
ever, the finite element method calculates the incident radiation
with a smaller error nearby the walls than the P1.

4 Conclusion
In the present paper a new and promising solution technique is

presented for the radiative heat transfer equation. Starting out
from the even-parity formulation, a finite element discretization is

applied to the angular and the spatial domains. The mathematical
formulation of the angular discretization is general in the sense
that nearly arbitrary angular basis functions may be used. In the
present work, the angular dependence was treated by a series ex-
pansion of piecewise linear basis functions defined on subdivi-
sions of an octahedron. This approach enables a sound derivation
of angular approximations with high order. For the assessment of
the solution capabilities the convergence characteristics of the
spatial and the angular refinement were inspected in one-
dimensional test cases. These tests revealed the high accuracy of
the present method compared with the commonly used discrete
ordinate method and the P1-approximation. The application of the
proposed method to two-dimensional test cases demonstrated the
advantageous attributes in higher dimensional calculations as
well. Unfavorable may be the somewhat larger runtime of the new
method, particularly in optically thin media. Most notably is the
ability of the new method to avoid ray effects efficiently, as was
demonstrated in a two-dimensional medium exposed to diffuse
radiation.

Even though the method was presented and formulated here
only for gray media, the incorporation of typical spectral models
is straightforward.
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Nomenclature
Anmpq � matrix element of a linear system

bnp � element of a source vector
Eb � blackbody emissive power �W m−2�
En � exponential integral of order n

f � arbitrary function
G � incident radiation �W m−2�
I � radiative intensity �W m−2 sr−1�

Ib � blackbody radiative intensity �W m−2 sr−1�
L � length �m�
m � index

M� � number of angular basis functions
Mr � number of spatial basis functions

Fig. 16 Test case D: Radiative heat flux at the top of a purely
isotropically scattering two-dimensional medium

Fig. 17 Test case D: Incident radiative intensity in the center
of a purely isotropically scattering two-dimensional medium

023404-12 / Vol. 132, FEBRUARY 2010 Transactions of the ASME

Downloaded 05 Dec 2010 to 193.140.21.150. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



n � index
N � number of samples
n � unit surface normal
p � index
q � index

q ,q � radiative heat flux �W m−2�
r � position vector �m�
ri � position vector of node i �m�
s � unit vector into a direction
T � temperature �K�
V � volume �m3�
W � weight function
z � Cartesian coordinate �m�

Greek
� � extinction coefficient �m−1�
�i � barycentric coordinate
� � absorption coefficient �m−1�
 � direction cosine
� � even-order intensity �W m−2 sr−1�
� � direction cosine
� � direction cosine
� � scattering coefficient �m−1�
� � Stefan–Boltzmann constant

5.670�10−8 W m−2 K−4


n � nth angular basis function


̂n � nth spatial basis function
	 � odd-order intensity �W m−2 sr−1�

�n
ij � coefficient �angular linear system� �sr�

�̄n � coefficient �angular linear system� �sr�
� � solid angle �sr�

�nm
ij � coefficient �angular linear system� �sr�

�̄nm � coefficient �angular linear system� �sr�
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Radiative Transfer in Dispersed
Media: Comparison Between
Homogeneous Phase and
Multiphase Approaches
The radiative transfer in dispersed media in the geometric optic regime is investigated
through two continuum-based approaches. The first one is the traditional treatment of
dispersed media as continuous and homogeneous systems, referred here as the homoge-
neous phase approach (HPA). The second approach is based on a separate treatment of
the radiative transfer in the continuous and dispersed phases, referred here as the mul-
tiphase approach (MPA). The effective radiative properties involved in the framework of
the HPA are determined using the recent ray-tracing (RT) method, enabled to overcome
the modeling difficulties such as the dependent scattering effects and the misunderstand-
ing of the effective absorption coefficient. The two modeling approaches are compared
with the direct Monte Carlo simulation. It is shown that (i) the HPA combined with
effective radiative properties, such as those from the RT method, is satisfactory in ana-
lyzing the radiative transfer in dispersed media constituting of transparent, semitrans-
parent, or opaque particles. Therefore, the use of more complex continuum models such
as the dependence included discrete ordinate method (Singh, B. P., and Kaviany, M.,
1992, “Modelling Radiative Heat Transfer in Packed Beds,” Int. J. Heat Mass Transfer,
35, pp. 1397–1405) is not imperative anymore. (ii) The MPA, though a possible candidate
to handle nonequilibrium problems, is suitable if the particle (geometric) backscattering
is weak or absent. It is the case, for example, for dispersed media constituted of opaque
particles or air bubbles. However, caution should be taken with the MPA when dealing
with the radiative transfer in dispersed media constituted of nonopaque particles having
refractive indexes greater than that of the continuous host medium.
�DOI: 10.1115/1.4000237�

Keywords: radiative transfer, dispersed media, opaque particles, semitransparent
particles, ray-tracing, Monte Carlo, transmittances, reflectances

1 Introduction
The radiative transfer plays a crucial role in many engineering

applications involving continuous solid or fluid media embedding
dispersed particles, usually referred to as “dispersed media.” Ex-
amples of these applications are the solar-thermochemical energy
conversion, material processing, microstructure diagnostic via
light scattering, fire suppression by water sprays, thermal insula-
tions, thermal barrier coating, etc. �1–6�.

The exact solution of the radiation propagation in dispersed
media should be determined from first principles that consists of
solving the Maxwell equations for the electromagnetic field. How-
ever, such approach is only suitable for a small number of scat-
terers, because of the limits imposed by modern computers. The
alternative approach frequently used consists to consider the dis-
persed system as a continuous one and to treat the radiative prob-
lem in the framework of the radiative transfer theory consisting to
solve the radiative transfer equation �RTE�. The RTE has been
derived from the equations of multiple scattering of waves �7–12�,
although it was originally established from the energy balance of
corpuscles in an elementary volume �13–17�. The RTE has, as
main parameters, propagation constants called “radiative proper-
ties.” The applicability conditions of the RTE are now defined as
we can find in the series of papers and textbook by Mischenko et

al. �12� One of these criteria is the far-field approximation �FFA�,
which imposes that �i� the scatterers must be located far from each
other; and �ii� the distance between the scatterers and the obser-
vation point must be much greater than the radiation wavelength
�18�. For random dispersed media having low concentration �or
volume fraction� of scatterers, the FFA is generally fulfilled and
the RTE is suitable. Moreover, the interferences between scattered
waves occur in a random way, and the radiation interaction with
particles can be viewed as point scattering. Therefore, the exact
solution of the radiative transfer problem is expected because the
radiative properties can be also determined, for example, from the
interaction of a plane electromagnetic wave with an isolated par-
ticle known as “independent scattering theory.” �19–21� For dis-
persed media having significant scatterer concentration leading to
closely spaced particles, the radiative transfer problem becomes
more complex. Generally speaking, the RTE cannot be used due
particularly to the failure of the FFA. Other approaches such as
the full wave Monte Carlo �22� and the T-matrix �23� or different
techniques based on the multiple scattering of waves �such as
Foldy’s �7�, Twersky’s �24�, and quasicrystalline approximations
�25�� can be adopted. These methods have been shown to be
straightforward for scatterers with size smaller than or comparable
to the radiation wavelength. However, they are not convenient
when the particles are very large compared to the wavelength due
to excessive computation time and memory consumption.

Since exact solution of the radiative transfer problem in such
systems cannot be obtained, at least in the near future, coarse
approximations are necessary. �i� The most common assumption
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consists of treating the dispersed medium as continuous and ho-
mogeneous, and using the standard RTE with “effective radiative
properties” �26–33�, which differs from the radiative properties of
dilute media �19–21�. This approximate method is referred to in
this study as “homogeneous phase approach” �HPA�. In thermal
engineering problems, the thermal equilibrium between the con-
tinuous and dispersed phases is often assumed through the HPA.
To deal with multitemperature phases, additional terms should be
introduced in the RTE �34,35�. �ii� Other less-frequented tech-
nique is called “multiphase approach” �MPA� consists of assign-
ing to both continuous and dispersed phases their own transport
equation �but coupled to each other� and their own effective ra-
diative properties �36�. Thus, through the MPA, each phase can
have its own temperature field. To our knowledge, the capability
of the MPA to model the radiative transfer in dispersed materials
is not sufficiently studied yet.

This study deals with the radiative transfer in dispersed media
constituted of closely spaced large particles. For practical reasons,
we adopted the approximate HPA and MPA. Therefore, the knowl-
edge of effective radiative properties is crucial. In contrast to dis-
persed media constituted of very spaced particles where the radia-
tive properties can be correctly obtained, the effective radiative
properties of densely packed scatterers are quite complex due to
two phenomena. The first one is known as “dependent scattering,”
which includes the “interference effects” �i.e., the radiation in-
coming on each particle undergoes an interference with the radia-
tion scattered by neighboring particles� and the “multiple scatter-
ing effects” �i.e., the radiation scattered by a particle is incident on
another particle to be scattered again� �31�. The second phenom-
enon, known as the “nonpoint scattering” is purely geometric ef-
fects due especially to the proximity of particles compared to their
size �33�. To overcome such theoretical difficulties, the most
straightforward models of effective radiative properties, in the
large particle limit, are based on the geometric optic approxima-
tions �GOAs� by neglecting the interference of waves and the
diffraction patterns as detailed later �37,38�. The radiation is then
treated as a “straight-ray.” In this framework, most prediction
models of effective radiative properties are focused only on
densely packed particles embedded in transparent media �30–33�.
For closely spaced particles in semitransparent host media, few
prediction models exist. One can note that based on the ray-
tracing technique recently developed by the current authors �39�.

The main objective of this study is to identify what approach
better models the radiative transfer in densely packed large par-
ticles in semitransparent media. In this aim, the HPA and the MPA
are analyzed and compared. Due to the lack of experimental data,
these two approaches are compared with the direct Monte Carlo
�MC� simulation usually considered as a method of reference. At
first, the general hypothesis, common to both approaches, are dis-
cussed. Then, the homogeneous phase approach is recapitulated.
In particular, the prediction of effective radiative properties is dis-
cussed. The multiphase approach is presented. Its physical basis
and the different effective radiative properties are briefly de-
scribed. Finally, the radiative transfer in dispersed media is inves-
tigated in term of transmittances and reflectances through one-
dimensional �1D� samples exposed to a collimated radiation.

2 General Hypothesis
Let us denote � as the radiation wavelength, d as the particle

size, c as the interparticle �particle surface-to-surface� distance,
and n1 and n0 as the refractive indexes of the dispersed phase
�particles in this study� and the continuous phase �the medium
surrounding the particles�. The current approaches use the GOA of
electromagnetic waves; thus, it neglects the wave effects such as
interferences and diffraction. Therefore, the radiation is treated as
a superposition of pencils of rays propagating according to a
straight line. In order for this assumption to be valid, we only
focused our attention to the following cases:

• The size of particles d is much greater than the wavelength
�known as the limit of large particles�. The practical crite-
rion is x=�d /��1, where x is the size parameter. The
phase change of the radiation passing through the particle
along the diameter is large �known as the limit of hard par-
ticles�, i.e., x�n1 /n0−1��1. Therefore, the propagation of
the radiation within the particle can be modeled using the
geometric optic laws of reflection and refraction.

• The interparticle distance c is much greater than the wave-
length, i.e. c��, and the particles are randomly dispersed in
space, therefore there are not any interference effects. Such
criterion is fulfilled when dealing with media of dispersed
large particles encountered in engineering problems.

• Only the half of the total scattering, i.e., that due to reflec-
tion and refraction, is considered. The other half, i.e., the
scattering due to diffraction, is neglected. In fact, the dif-
fraction by large scatterers is expected to be close to the
direction of incidence. Thus, the diffraction can be treated as
unscattered radiation.

In addition to the above assumptions, we also considered that

• The thermal conductivity of particles is not too high so that
the radiation absorbed at one face of a particle does not emit
from the other face.

• The effective radiative properties are independent of the azi-
muth angle. Thus, the radiative transfer in presence of azi-
muthal symmetry is assumed.

3 Homogeneous Phase Approach (HPA)
Let us consider a 1D problem in the steady-state regime. By

omitting the term from emission, the conventional RTE in the
presence of the azimuthal symmetry can be written as follows
�40�:

�
�I�z,��

�z
= − ��e + �e�I�z,�� +

�e

2 �
−1

1

I�z,����e���d�� �1�

where I is the radiation intensity at the abscise z in the direction of
cosine �, with respect to the z axis. The effective radiative prop-
erties are the absorption coefficient �e, the scattering coefficient
�e, and the phase function �e. � refers to the angle between the
direction of the intensity I�z ,��� and the direction of the intensity
I�z ,��. Note that the intensities and the propagation constants that
appeared in Eq. �1� are wavelength-dependent, but this depen-
dence is not shown for convenience.

Let us consider spherical and monodispersed particles of radius
denoted by a, randomly positioned in a semitransparent matrix.
According to the independent scattering based model, the effec-
tive absorption coefficient is given by �41–45�:

�e = �0 + 0.75fv
Qa

a
�2�

where �0=4�	0 /� is the absorption coefficient of the continuous
phase �in which 	0 is its absorption index� and the last term in the
right hand side of Eq. �2� is the absorption coefficient of particles.
fv refers to the particle volume fraction.

The effective scattering coefficients �e and effective phase
function �e are given by the famous independent scattering theory
�19–21�:

�e = 0.75fv
Qs

a
�3�

�e��� = 
��� �4�


, Qa, and Qs are, respectively, the famous single phase func-
tion, absorption, and scattering efficiency factors of a particle of
radius a and complex refraction index “n1-j	1” placed in a me-
dium of complex refraction index “n0-j	0” �2,41,43�. Note that
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the sign of the absorption efficiency factor Qa depends on the
relative complex refractive index of the particle substance, i.e.,
�n1-j	1� / �n0-j	0�.

The model based on Eqs. �2�–�4� is useful but questionable
when the volume fractions of the dispersed and the continuous
phases are comparable. Firstly, the limits of applicability of the
effective absorption coefficient �Eq. �2�� are not well known. Sec-
ondly, this model does not take into account the dependent scat-
tering effects when particles are closely spaced. Remember that
for dispersed media constituted of large particles, the two follow-
ing purely geometric phenomena may prevail: �i� the “nonpoint
scattering effect” �33� causing an increase in the scattering cross
section in a representative elementary volume; and �ii� the “radia-
tion transportation effect” due to the transportation of radiation
beams across substantial distances �through the particles� com-
pared to the interparticle distance �31�. The later effect occurs
only when the particles are transparent or semitransparent.

Attempts to account for the nonpoint scattering and/or the ra-
diation transportation effects have been carried out essentially for
packed-beds with transparent air as continuous phases �28,30–33�.
For example, the radiation transportation effect has been ac-
counted for by using an unusual phase function, i.e., depending
not only on the scattering angle but also on the exit point of the
scattering and the number of internal reflections. The transport
equation using this modified phase function is known as depen-
dence included discrete ordinate method �DIDOM� �31�, which
differs from the usual RTE. The nonpoint scattering has been
taken into account by scaling the absorption and scattering coef-
ficients with a scaling-factor dependent on the particle volume
fraction �30–33�.

For dispersed media constituted of semitransparent continuous
phase, the use of this scaling technique is not known. Moreover,
the use of a complex phase function to account for the radiation
transportation phenomenon is far from practice. An alternative
approach in determining the effective radiative properties of such
media is currently based on the ray-tracing �RT� technique �39�.
This method enables to retrieve the effective radiative properties,
especially the effective absorption coefficient, thus to overcome
the doubt related to the Eq. �2� when the continuous phase is
semitransparent. Also, it can account for both nonpoint scattering
and radiation transportation effects. In the following, a short de-
scription of this prediction method is given. For more details con-
cerning its derivation, the readers are recommended to the original
paper �39�.

The RT method uses the geometric optic point of view of the
radiation. The main assumptions associated with this theory are
listed in Sec. 2. For simplicity, let us consider the two-
dimensional configuration showed in Fig. 1; even if in practice,
this method is performed on a three-dimensional �3D� geometry.
Moreover, the particles are assumed spherical of radius a �or di-
ameter d�. In Fig. 1, gray spheres refer to particles, while the
space between them designates the continuous phase. The histo-
ries of NRAY radiation bundles propagating inside this dispersed
medium are traced as follows. For a given radiation bundle, the
RT process consists of:

• �S1�: Select, in a random way, the initial location of the ray
on a particle surface �e.g., the point s0 in Fig. 1� and the
initial direction, oriented toward the surrounding medium
�e.g., the vector ds0 in Fig. 1�. Note that the particle, from
which the ray path starts, is randomly chosen among the
existing particles.

• �S2�: Track the ray path through the sample until it under-
goes extinction. The type of the extinction event �i.e., scat-
tering or absorption� is chosen by considering the most
probable one through a classical Monte Carlo test �15–17�.
The ray bundle may be absorbed in a particle �e.g., at the
position s1 in Fig. 1� or in the host medium �e.g., at the
position s1� in Fig. 1�.

Therefore, the absorption distance is given by the traveled path
between the initial position s0 and the absorption location s1 or s1�.
The scattering event is considered when the ray is reflected at a
particle surface �e.g., at the position s1 in Fig. 1� or it crosses a
particle after undergoing one or several internal transversals �e.g.,
at the position s2 or s3 in Fig. 1 by representing only the two first
interior transversals�. Note that generally, the surface reflection
and the two or three first internal reflections contain more than
99% of the scattered energy. When the ray is reflected at the
particle surface �e.g., at s1� or exits from the same side as it first
enters the particle �e.g., at s3�, the scattering distance is just the
distance from the initial position s0 to the location at which the ray
interacts with the external particle surface, i.e., s1. Now, when the
ray crosses the particle from one side �e.g., at s1� to the opposite
side �e.g., at s2�, the scattering distance is given by the distance
s1−s0 plus a transportation distance, denoted by dtr. For spherical
particles with smooth surfaces, it was shown that dtr depends only
on the particle size d and the ratio of the refractive indices of the
particles and the continuous phase, defined by �=n1 /n0, accord-
ing to the Eq. �5� �39�:

dtr/d = �1.02 − exp�− 	C1

�
− C2
� for 0.5 � �  1 and 1  � � 8

1 elsewhere
� �5�

Fig. 1 Illustration of the ray-tracing algorithm on a 2D dis-
persed medium
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for 0.5��1, C1=3.20 and C2=1.47, while for 1��8, C1
=2.89 and C2=0.72.

The result of the Eq. �5� reaches a minimal value when the
contrast of refractive indices is small �i.e., � tends to 1�; it in-
creases as long as � moves away from 1; and finally, it converges
to the asymptotic value of about 1 for ��8 and �0.5. In fact,
when ��8 or �0.5, most of the rays striking a particle far from
its center undergo a surface reflection because the local reflectivity
approaches 1. Only the incident rays that are approximately nor-
mal to the particle surface are probable to be refracted inside the
particle; they travel a distance of about d before crossing this
particle. For � approaching 1, the reflectivity approaching zero,
thus most of the rays interacting with the particle cross it without
being reflected. In addition, the ray directions are not much altered
and as result, the calculated average distance traveled by these
rays inside the particle tends to approach the theoretical value of
the mean distance of scattering inside a particle, 2d /3 �33,36�.

The extinction distance �either the scattering or absorption dis-
tance� is stored. When a scattering event occurs, the angle �,
between the initial direction of the ray �i.e., ds0� and the direction
of the ray after scattering �i.e., ds1, ds2, or dsS3 in Fig. 1� is also
stored. The track of the path of the radiation bundle is stopped
after the extinction event.

The steps �S1� and �S2� are carried out for NRAY different ra-
diation bundles. Through this algorithm, the three following
counters, namely, dist, NSCA, and W���, are produced. �i� dist
refers to the sum of extinction distances traveled by the NRAY
radiation bundles; �ii� NSCA refers to the number of occurrence of
scattering events; NABS=NRAY-NSCA corresponds then to the num-
ber of occurrence of absorption events; and �iii� W��� refers to
the number of scattering events where a ray bundle is scattered
into the angular interval � and �+d� from the incidence direc-
tion. d� is the elementary angle.

The effective absorption and scattering coefficients are, respec-
tively, deduced from the calculation of the absorption mean-free-
path, denoted by mfpABS, and the scattering mean-free-path, de-
noted by mfpSCA. In fact, the absorption �or scattering� mean-free-
path can be given by the ratio between the total extinction
distances dist and the number of absorption �or scattering� events.
We then obtain �39�

�e
−1 = mfpABS =

dist

NABS
�6�

�e
−1 = mfpSCA =

dist

NSCA
�7�

The effective phase function can be calculated from the knowl-
edge of the number of scattering events occurring in each scatter-
ing angle interval �+d� according to

�e��� =
W���

1

4�
�

0

4�

W���d�

�8�

The integration in Eq. �8� is performed over 4� steradians �i.e.,
over all directions� with d�=sin �d�d� as unit solid angle,
where � is the azimuthal angle defined in the interval 0–2�. This
scattering phase function is also normalized as follows:

1

4�
�

0

4�

�e���d� = 1 �9�

It can be noted that for suspensions of opaque particles in a
nonabsorbing host medium, the effective extinction coefficient
given by the sum of Eqs. �6� and �7� converges approximately to
the well-known scaled effective extinction coefficient of packed-
bed media of opaque large particles, denoted here by �SC �31,33�:

�SC =
0.75fv

a
SR with SR =

1

1 − fv
 1 + 1.84fv − 3.15fv

2 + 7.20fv
3

�10�

where SR is the famous scaling factor for opaque large particles.
In addition, the use of dtr in the calculation of the scattering dis-
tance enables to account for the ray transportation effects, particu-
larly important when the radiation can be transmitted through the
particles.

In the following, typical evolutions of effective radiative prop-
erties of dispersed media constituted of semitransparent continu-
ous phase and monodispersed large spheres are explored using
both independent scattering model �Eqs. �2�–�4�� and the ray-
tracing method �Eqs. �6�–�8��. The case of specular particles is
analyzed. The particle arrangements in the matrix are generated
using a 3D computer algorithm described in the literature �32�.
Two different dispersed media are considered, �i� The suspension
of totally reflecting particles in a semitransparent host medium
and �ii� the suspension of semitransparent particles in a semitrans-
parent host medium. The effective absorption and scattering coef-
ficients as functions of the particle volume fraction corresponding
to these two types of media are, respectively, shown in Figs. 2�a�
and 2�b�. The radiation wavelength � and the size parameter x are
taken to be equal to �=� �m and x=100, respectively. A relative
refractive index of n1 /n0=1.5 is considered for the dispersed me-
dia of semitransparent particles. In these figures, the dimension-
less radiative properties defined by the product of effective radia-
tive properties and the particle diameter d are plotted. We can note
that

• With the typical values of the absorption index of the con-
tinuous medium, the current RT method shows that the ef-
fective absorption coefficient of suspension of totally re-
flecting particles is approximately equal to that of host
medium. In fact, for totally reflecting particles in an absorb-
ing medium, no radiation beam penetrates the particles. As a
consequence, the mean-free-path in-between of absorption
in the homogeneous medium is identical to that in the host
medium. The independent scattering model is in disagree-
ment with this observation because it gives an effective ab-
sorption coefficient, which decreases when the particle con-
centration increases since Qa in Eq. �2� is negative for
nonabsorbing particles in an absorbing host medium �45�.
For dispersed medium of semitransparent particles, although
both prediction models tend to converge at low particle con-
centrations, the independent scattering model gives smaller
effective absorption coefficient than the RT method. The
difference between them increases as the particle volume
fraction increases.

• The effective scattering coefficients increase with the par-
ticle volume fraction due to the increase in the number of
scattering centers. The effective scattering coefficient is
greater for dispersed media of totally reflecting particles
than those of semitransparent particles. In fact, the nonpoint
scattering tends to increase scattering coefficient while the
transportation of rays tends to decrease it. That is why the
higher the particle reflectivity is, the lower the ray transpor-
tation effect, thus, the higher the scattering coefficient. For
dispersed media of opaque particles, the agreement between
the RT model and the theoretical result from Eq. �10� �plot-
ted in the same figures� is satisfactory. This shows that the
current RT method captures appropriately the nonpoint scat-
tering phenomenon. For dispersed media of semitransparent
particles, the results from the independent scattering model
are relatively lower than those from the RT method, al-
though both predictions tend to converge at low particle
volume fractions. The agreement between the RT and the
independent scattering models for the transparent particle
cases �	1=0.0� is a pure coincidence. Finally, it can also be
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noted that for a host medium absorption index 	0 less than
0.0005, the effective scattering coefficient is not influenced
by the host medium absorption. In Fig. 2�b�, the results for
	0=0 and 	0=0.0005 are overlapped.

In Figs. 3�a� and 3�b� are, respectively, shown the effective
phase functions of dispersed media of transparent particles with a
relative refractive indices of n1 /n0=1.5 and n1 /n0=2 /3. The con-
tributions of surface reflections, denoted by 
0; the first interior
transversal, denoted by 
1; and the second interior transversal,
denoted by 
2 are also highlighted. It can be noted that the be-
havior of effective phase functions �e of these two types of dis-
persed media differs essentially in the backward scattering direc-
tions �i.e., 90 deg��180 deg�. This difference is essentially
due to the opposite contribution of the second interior transversal
in these two cases. Indeed, the second interior transversal occurs
in the backward scattering directions and produces one of the
famous rainbow peaks when n1 /n0�1 �46�, while it produces a
peak in the forward scattering directions �i.e. 0 deg�
�90 deg� when n1 /n01. Note that for beds of opaque �totally
reflecting or not� particles, the effective phase function �e is only
characterized by the surface reflection 
0.

4 Multiphase Approach
Let consider a thin slab of a heterogeneous medium constituted

of a continuous phase �matrix� and a dispersed phase �particles�
illustrated in Fig. 4�a�. As before, c is the nearest distance between
the particles and d is the typical size of particles. The character-
istic sizes c and d are assumed much greater than the dominant
wavelength �, so that the geometric optic treatment of the radia-

Fig. 2 „a… Effective absorption coefficients of dispersed media
of large spheres with relative refractive index n1 /n0=1.5 at the
wavelength �=� �m. Circle symbols with dash lines: the ray-
tracing prediction and star symbols with dot lines: the indepen-
dent scattering model. „b… Effective scattering coefficients of
dispersed media of large spheres with relative refractive index
n1 /n0=1.5 at the wavelength �=� �m. Circle symbols with
dash lines: the ray-tracing prediction, star symbols with dot
lines: the independent scattering model, and solid line: theoret-
ical solution from Eq. „10….

Fig. 3 „a… Effective phase function of dispersed media of
transparent particles with relative refractive index n1 /n0=1.5.
„b… Effective phase function of dispersed media of transparent
particles with relative refractive index n1 /n0=2/3.

Fig. 4 „a… Schematization of a thin slab of a heterogeneous
medium and „b… modeling of a thin slab of heterogeneous ac-
cording to the MPA
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tion is applicable. The main idea behind the multiphase approach
is �i� to assume that each phase �the matrix or the particles� is a
homogeneous and continuous medium and �ii� the radiative trans-
fer in each phase is modeled by a local transport equation, coupled
to each other. The solutions of these transport equations can en-
able to retrieve the intensity and temperature fields in each phase.
Figure 4�b� schematizes the treatment of the radiation transfer in
the heterogeneous medium according to the MPA. It can be noted
that with this model, the thermal equilibrium between the continu-
ous and dispersed phases is not imposed. Remember that such
treatment is frequently encountered in computations of heat trans-
fer in porous media.

The different mechanisms of radiation extinctions in the matrix
and particle substance are schematized in Figs. 5�a� and 5�b�,
respectively. When the radiation intensity Ii propagates in the sub-
stance i �i=matrix or particle�, it may be absorbed �see left figure�
or scattered �see center and right figures� by a phase boundary.
During the scattering, if the interface between the phases is totally
reflecting, the intensity Ii is entirely reflected back to the phase i
�see center figure�, or else an amount of it is transmitted to the
neighboring phase �see right figure�. Assuming that the particles
are randomly dispersed in the matrix, the extinction of the radia-
tion in the substance i �matrix or particle� can be characterized by
an absorption coefficient �i, a scattering coefficient �i, and phase
function �i. Moreover, the energy reinforcement from the neigh-
boring phase j can be also characterized by a scattering coefficient
� ji and a phase function � ji. Such radiation transfer is similar as
the usual radiation transfer in a single phase homogeneous me-
dium except the presence of the energy exchange between phases.
Therefore, the transport equation in each phase can be derived in
a similar manner as for the usual RTE �see Refs. �15–17�� by
taking into account, in more, the energy exchange between
phases. The resulting transport equations, called here as multi-
phase radiative transport equation �MRTE�, take the following
form �36�.

• In the matrix substance,

�
�I0�z,��

�z
= − ��0 + �0�I0�z,�� +

�0

2 �
−1

1

I0�z,����0���d��

+ I10�z,�� �11�
• In the particle substance,

�
�I1�z,��

�z
= − ��1 + �1�I1�z,�� +

�1

2 �
−1

1

I1�z,����1���d��

+ I01�z,�� �12�

Note that these equations have similar forms as the usual RTE
except for the presence of exchange terms I10 and I01. Let us
consider the radiation propagation in the substance i �i=matrix or
particles�. By integrating the intensity coming from all directions
of the neighboring phase j, the intensity reinforcement from the
substance j to the substance i can be give by �36�

Iji�z,�� =
� ji

2 �
−1

1

Ij�z,���� ji���d�� for i = 0, j = 1 and

i = 1, j = 0 �13�
The radiative properties that occurred in Eqs. �11�–�13� can be

determined by analyzing the propagations of the radiation in the
matrix phase and in the particle phase. When the microstructure of
the dispersed medium and their optical properties are known, the
calculation of these radiative properties is not challenging. They
can be determined either by an analytical analysis �36� or by the
RT approaches �32,39,47,48�. For the dispersed media constituting
of a continuous host medium �referred hereafter to phase 0� and
monodispersed optically large spherical particles �referred hereaf-
ter to phase 1�, the derivation of their radiative properties has been
well detailed in Ref. �36�, and in the following, the final results
are only recapitulated.

• The absorption coefficients are just those of the constituting
materials because each phase is continuous and homoge-
neous:

�i =
4�	i

�
for i = 0 and 1 �14�

• The scattering coefficients and phase functions due to reflec-
tions at matrix/particle interfaces are

�0 =
0.75fv

a
SR�0, �1 =

0.75

a
�1, and

�i��� =
�i����

�i
for i = 0 and 1 �15�

where SR=1 / �1-fv� is the scaling factor accounting for the
nonpoint scattering effect. �i� and �i are, respectively, the
usual directional and hemispherical reflectivities at the
matrix/particle interface for a radiation propagating in the
substance i �15–17,46�.

• The scattering coefficient for a radiation in the substance i to
be scattered in the substance j are similar to the scattering
coefficient due to reflections in the substance i, except that
the interface transmittivity 1−�i is used instead of the re-
flectivity �i:

�01 = 0.75
fv

a
SR�1 − �0� and �10 =

0.75

a
�1 − �1� �16�

• The phase functions corresponding to transmissions from
one phase to the other can be obtained by analyzing the
refraction of rays at interfaces using the reflection and re-
fraction laws. It can be shown that they are identical for
spherical particles �36�:

�01��� = �10��� = 2
1 − �0�

1 − �0

d cos2 �

d cos�� − ���
�17�

� refers to the reflection angle between the outward normal
to the particle surface and the ray direction, while �� refers

Fig. 5 „a… Radiation extinction in the matrix substance at the
abscise z. Absorption „left…; scattering by reflection „center…;
and scattering by transmission „right…. „b… Radiation extinction
in the particle substance at the abscise z. Absorption „left…;
scattering by reflection „center…; and scattering by transmis-
sion „right….
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to the refraction angle connected to � through the Snell’s
law, i.e., n0 sin �=n1 sin ��, for a radiation propagating in
the matrix phase. Moreover, � and �� are connected to the
scattering angle � by the relation �=�+�� �46�.

Hereafter, the evolution of phase functions is only shown since
these radiative properties have been the subject of previous inves-
tigation �36�. Figure 6 reports the phase functions for dispersed
media constituted of transparent particles with a refractive index
ratio n1 /n0=1.5. For a refractive index ratio equal to n1 /n0=2 /3,
similar phase functions as reported in this figure can be observed
if the curves 
0 and 
1 are interchanged. Compared to the effec-
tive phase function in the HPA �see Fig. 3�a��, we can note, in Fig.
6, the absence of the rainbow peaks at the scattering angles be-
yond 150 deg. These rainbow peaks correspond to the rays scat-
tered after undergoing internal reflections inside a particle. They
are accounted for in the HPA phase function but not in the MPA
phase functions. The influence of these features of the phase func-
tion on the radiative transfer is not known and is investigated in
this study. Note that, in this work, the radiative properties in-
volved in the MPA are calculated from Eqs. �14�–�17�.

5 Results and Discussion
The radiative transfer through two-phase dispersed media con-

stituted of semitransparent host medium and spherical �smooth�
particles is analyzed using the HPA and MPA. In this aim, we
considered as configuration 1D slabs exposed, in one side, to col-
limated unpolarized radiation of wavelength �. The environment
surrounding the sample is transparent with a refraction index
equal to 1. Different sample thicknesses and different couples of
optical properties of the dispersed and continuous phases are con-
sidered. The famous discrete ordinate method �DOM� is used to
solve the transport equations in both approaches �15–17�. For sim-
plicity, smooth or transparent boundary conditions �BC� are con-
sidered depending on the host medium refractive index. Conse-
quently, no particle crosses the sample boundaries. In the HPA,
details concerning the transparent BC �when n0=1� and smooth
BC �when n0�1� for 1D parallel slabs can be found, respectively,
in standard textbooks �15–17� and in Ref. �40�. In the MPA, since
no particle crosses the boundaries, the external incident radiation
penetrates first in the matrix phase; therefore, the transparent or
smooth BC are still suitable as boundary conditions to the trans-
port equation �12�. The radiations penetrating the dispersed phase
come only from scattering from the matrix. In this way, the radia-
tion intensity at the abscise z and direction � of the dispersed
medium, I�z ,��, is just the sum of the intensities in the two
phases.

Due to lack of experimental data, we compare our calculations
with the results from the direct Monte Carlo �MC� simulation. In
this work, we implemented the algorithm previously described in
Ref. �49� to generate the current MC data. To enable comparison
of the current results with future experimental data such as those
from Fourier transform infrared �FTIR� spectrometric devices
�40�, we focused our analysis on results of �i� directional trans-
mittances and reflectances defined by TD:

TD��� = �
I�L,��
q�0,�0�

for 0  � � 1

I�0,��
q�0,�0�

for − 1 � �  0� �18�

and �ii� hemispherical transmittance, denoted by TH, and hemi-
spherical reflectance, denoted by RH:

TH = 2��
0

1

TD����d� and RH = 2��
−1

0

TD����d� �19�

In Eq. �18�, I�z ,�� is the intensity at abscise z and in the direc-
tion �. z=0 refers to the boundary at which the external colli-
mated flux q�0,�0� arrives, while z=L indicates the opposite
boundary. L refers to the sample thickness. �0�0 is the direction
cosine of the incident beam measured from the inward normal to
the boundary at z=0. ��0 and �0 indicate the directional
regions of transmittances and reflectances, respectively.

In the following, three types of samples are analyzed. �1� Sus-
pension of particles of n1=1.5 in a host medium of n0=1, �2�
suspension of opaque particles in a host medium of n0=1, and
finally �3� semitransparent matrix of n0=1.5 containing air
bubbles of n1=1. In all cases, the incident external radiation is
taken normal to the sample boundaries, i.e., �0=1; and two values
of the matrix absorption index �	0=0 and 0.0005� are considered.
Higher values of matrix absorption index are not taken to avoid
completely opaque samples.

The first analysis is focused on the evolution of directional
transmittances and reflectances TD as a function of the scattering
angles � issued from a Gaussian quadrature of 20 orders �i.e., 20
transmittance directions in the range of 0��1 and 20 reflec-
tance directions in the range of −1��0�. Note that � is not
identical to the scattering angle �. Indeed, � measures the angle
between the direction of the intensity leaving the sample � and
the direction of the incident external beam �0. For the three types
of dispersed media, a reduced thickness, defined by L /d, of 10 and
a fixed particle volume fraction of about 0.278 are considered,
where d is the particle size. We report in Fig. 7�a�, the results of
samples of transparent particles �n1=1.5, 	1=0�; in Fig. 7�b�,
the results of samples of opaque particles considering uniform
reflectivities �0=1; and in Fig. 7�c�, the results of semitransparent
matrixes �n0=1.5� containing air bubbles �n1=1, 	1=0�. Quali-
tatively, the results from samples containing opaque particles and
air bubbles are similar, while those from samples containing semi-
transparent particles are slightly different especially on the reflec-
tances. This difference can be explained as follows. Opaque par-
ticles and air bubbles do not present significant backscattering and
as a result, the reflectance is rather smooth, transparent particles of
n1=1.5 in a host medium of n0=1.0 backscatter strongly radiation
and create the famous rainbows. As consequence, the rays back-
scattered by particles propagate in the opposite direction of the
incident external radiation and cause an increase in reflectance
beyond the angle 150 deg.

• The results from the HPA are generally in good agreement
with the MC simulation. For samples of transparent par-
ticles, the HPA reproduces satisfactorily the increase in re-
flectances from �=150 deg �see Fig. 7�a��. This tends to
show that in the geometric optic regime, the RT technique as
described in this paper is appropriate to predict the effective

Fig. 6 MPA effective phase functions of dispersed media of
transparent particles with relative refractive index n1 /n0=1.5
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radiative properties of dispersed media. Moreover, the HPA
enables to model radiative transfer in dispersed media even
in the presence of high concentration of the dispersed phase
and semitransparent host medium.

• The MPA predicts also well the MC results for samples of
opaque particles �see Fig. 7�b�� or air bubbles �see Fig.

7�c��. Note that for the samples containing opaque particles,
the MPA results are overlapped with those of HPA. In fact,
when particles are opaque, �i� the radiative transfer in the
particle phase is negligible, hence, the transport equations in
the MPA reduce to a single RTE in the matrix phase and �ii�
the radiative properties in the matrix phase are due only to
the absorption and reflection mechanisms, hence, they be-
come identical to the effective radiative properties from the
HPA. For samples containing transparent particles, the MPA
gives unsatisfactory agreement �see Fig. 7�a��. This discrep-
ancy can be explained by the fact that the MPA phase func-
tions do not account for the �geometric� backscattering
peaks inherent to transparent particles considered here. The
MPA tends to average the reflectance. As proof, when the
particles do not present backscattering �e.g., for the samples
of air bubbles or opaque particles�, the MPA seems appro-
priate.

• The disparities between both prediction approaches and the
MC simulation on transmittances in the directions parallel to
the sample surface can be explained partially by the uncer-
tainties of the MC method. In these directions, the magni-
tude of transmittances is too small and the accuracy of MC
simulation is poor. Increasing the number of radiation
samples used in MC method may improve it; however, the
gain in accuracy is not worth the cost of the computation.

• The HPA and MPA fail to predict the transmittance in the
direction of the incident external beam �i.e., �=�0=1�. We
do not well understand the reasons of this discrepancy.
However, we have verified that it has no consequence on
heat transfer calculations. In fact, this problem is only no-
ticeable for particle volume fractions greater than 0.15. In
these cases, it could not induce much error on the flux cal-
culation because the magnitude of the intensity in this direc-
tion is very small compared to the magnitude of the total
scattered intensities. Moreover, this discrepancy is insignifi-
cant for media with particle volume fractions less than 0.15
since in these cases, the transmittance in the direction �
=�0=1 contains mainly the external unscattered radiation. It
is also interesting to note that this problem occurs only
when the external radiation source is a collimated beam be-
cause we have not found noticeable discrepancy with diffuse
incident radiation whatever the particle volume fraction.

The second analysis is focused on the results of hemispherical
transmittances TH and reflectances RH as functions of the sample
thickness. To study the influence of the absorptivity of each con-
stituting phase, different couples of optical constants of the con-
tinuous medium and particles are considered. As in the above
analysis, only the results for the particle volume fraction of about
0.278 is shown, even if the subsequent conclusions have been
generally observed for samples having particle volume fractions
in the range 0.10 to 0.45. The radiative transfer in dispersed media
with particle volume fraction below 0.10 falls in the independent
scattering regime as we have shown in Figs. 2�a� and 2�b�; hence,
previous radiative transfer models are suitable �2,6,45�.

• The hemispherical transmittances and reflectances through
samples of suspension of opaque particles �with uniform
reflectivity �0=0.9� are depicted in Figs. 8�a� and 8�b�, re-
spectively. It can be noted that the MPA and HPA predict
correctly the hemispherical transmittances. The maximal de-
viation, less than 15%, occurs for thick samples. Concerning
reflectances, however, a gap occurs between the results from
both predictions and the MC data. A discrepancy also exists
in the results of directional reflectance �Fig. 7�b�� but it is
directionally less noticeable. Moreover, we have observed
that the higher the particle reflectivity �0, the greater this
gap width. This discrepancy is especially due to the difficul-
ties of the continuum-based approaches �such as the HPA
and MPA� to model properly the radiation transfer near the

Fig. 7 „a… Directional transmittances and reflectances through
slabs of suspension of nonabsorbing particles with n1=1.5 in a
semitransparent host medium with n0=1. „b… Directional trans-
mittances and reflectances through slabs of totally reflecting
particles in a semitransparent host medium with n0=1. „c… Di-
rectional transmittances and reflectances through slabs of
semitransparent matrixes with n0=1.5 embedding nonabsorb-
ing air bubbles with n1=1.
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sample boundaries at which the continuum treatment is
questionable. Indeed, some amount of incident energy is re-
flected back to the outside medium by particles near the
surface of the sample. Such situation is well modeled in the
direct MC simulation but not in the HPA and MPA, where
the radiative properties �that are bulk properties� are not yet
applicable. Note that a similar gap between continuum ap-
proaches and MC method was also observed in the past
studies �31,36�. An attempt to improve the current predic-
tions may be performed by using partially scattering BC at
the boundary z=0 instead of the current transparent BC.
However, this issue is out of the objective of the current
study.

• Figures 9�a� and 9�b� show the results of samples of semi-
transparent matrix containing air bubbles. We can see that
both approaches are suitable �with a maximal deviation less
than 10%, for thick samples� to model radiative transfer,
especially the transmittance and reflectance, in such media.
Moreover, the gaps on reflectances observed on samples
containing opaque particles are not observed any more. In
fact, the amount of reflected energy from the bubbles near
the sample surface is insignificant compared to the energy
backscattered from the medium volume.

• The transmittances and reflectances through samples of
transparent and semitransparent particles are reported in
Figs. 10�a� and 10�b�. While the current HPA provides sat-

isfactory predictions �with a maximal error smaller than
5%�, the MPA generally overpredicts the reflectances, and
the transmittances for samples of semitransparent particles
while it underpredicts the transmittances of transparent par-
ticles. The source of the discrepancy of the MPA, as dis-
cussed previously, is due to the failure of the effective phase
function models, which do not capture the �geometric� back-
scattering of these types of particles.

• Through the comparison of the current approaches with MC
data, the radiative transfer in dispersed media �of large dis-
persed phase� in presence of semitransparent host medium
can be now properly predicted. In general, we have ob-
served that the higher the host medium �	0� and the particle
absorption index �	1� are, the lower the transmittances and
reflectances.

6 Conclusion
The modeling of radiative transfer in dispersed media is a for-

midable task. In literature, few studies are reported in this area.
Moreover, doubts exist on the radiation transfer modeling when
using the radiative properties derived from the Independent scat-
tering theory, especially, when the volume fraction of the dis-
persed phase is high. In this study, we suggested the use of two
approaches such as the HPA and the MPA. To determine which of
them �including the corresponding radiative properties� is appro-
priate and to define their limits in analyzing the radiation transfer

Fig. 8 „a… Hemispherical transmittances through samples of
opaque particles of uniform reflectivities �0=0.9 in a host me-
dium with n0=1.0. „b… Hemispherical reflectances through
samples of opaque particles of uniform reflectivities �0=0.9 in a
host medium with n0=1.0.

Fig. 9 „a… Hemispherical transmittances through samples of
semitransparent matrix with n0=1.5 embedding air bubbles
with n1=1.0. „b… Hemispherical reflectances through samples of
semitransparent matrix with n0=1.5 embedding air bubbles
with n1=1.0.
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in dispersed materials, these two approaches are compared with
the direct Monte Carlo simulation. The main conclusions obtained
from this study are recalled.

• Using the effective radiative properties derived from the RT
technique, the HPA is shown to be suitable for analyzing the
radiative transfer, especially to calculate the transmittances
and reflectances, through dispersed media. It tends to con-
firm the capability of the RT model to capture the geometric
scattering phenomena. In addition, the radiative transfer
problems in presence of a semitransparent host medium can
be now correctly predicted.

• For dispersed media having large particle volume fractions
�e.g., greater than 0.10�, caution should be made when using
the effective radiative properties from the independent scat-
tering model. In fact, beyond this volume fraction value, the
deviation between the radiative properties from the indepen-
dent scattering model and those from the ray-tracing method
becomes significant.

• The phase functions of the MPA do not capture all features
of the �geometric� backscattering from transparent or semi-
transparent particles. As a consequence, the radiative trans-
fer solution in dispersed media based on this approach is
shown unsatisfactory. In absence of strong particle back-
scattering �e.g., for samples of opaque particles or air

bubbles in a matrix�, the predictions from the MPA are cor-
rect.

• For dispersed media of highly reflecting particles, it has
been noted that a gap occurs between the reflectances from
predictions and those from MC simulation due to the diffi-
culties to model properly the boundary conditions.

Finally, it is important to note that the radiation emission
mechanism is not taken into account in the current HPA and MPA
models. Therefore, the above conclusions should be considered
only for the radiative transfer problems unaffected by the emitted
radiations.

Nomenclature
a � particle radius, m
c � interparticle distance, m

C1, C2 � constants in Eq. �5�
d � particle diameter, m

dist � extinction distance, m
ds0, ds1, ds2, ds3 � direction vectors in the ray-tracing method

dtr � radiation-transport distance, m
d� � unit solid angle, sr

fv � dispersed phase volume fraction
I � radiation intensity, W m−2 sr−1

L � sample thickness, m
mfp � mean-free-path, m

n � real part of the complex refractive index
N � ray number

q�z ,�� � collimated radiation flux at the abscise z
propagating in the direction of cosine � with
respect to the z axis, W m−2

Q � particle efficiency factors
R � hemispherical reflectance

s0, s1, s1�, s2, s3 � position vectors in the ray-tracing method,
m

SR � scaling factor of nonpoint scattering in Eqs.
�10�, �15�, and �16�

T � hemispherical transmittance, directional trans-
mittance or reflectance, sr−1

x � particle size parameter
W��� � number of occurrence of scattering events in

the angular interval � and �+d�
z � abscise of the intensity measured from the illu-

minated boundary, m

Greek Symbols
� � effective absorption coefficient, m−1

� � effective extinction coefficient, m−1

�, �� � angles in Eq. �17�, rad

 � phase function of a single particle


0 � contribution of surface reflections to the phase
function


1 � contribution of the first interior transversal to
the phase function


2 � contribution of the second interior transversal
to the phase function

� � effective phase function of a dispersed medium
� � ratio of the refractive indexes of the particles

and the host medium
� � azimuthal angle, rad
	 � imaginary part of the complex refractive index

or absorption index
� � wavelength, m

�, �� � cosine of the angles � and ��, respectively
� � transmittance or reflectance angle, rad

� � scattering angle during the interaction of the
radiation and the scatterer, rad

Fig. 10 „a… Hemispherical transmittances through samples of
semitransparent particles with n1=1.5 in suspension in a host
medium with n0=1.0. „b… Hemispherical reflectances through
samples of semitransparent particles with n1=1.5 in suspen-
sion in a host medium with n0=1.0.
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�, �� � hemispherical and directional reflectivities,
respectively

� � effective scattering coefficient, m−1

Subscripts
a � refers to the absorption efficiency factor

ABS � refers to the absorption mean-free-path or the
total number of radiation bundles undergoing
absorption events in the Ray-tracing method

D � refers to directional transmittance or
reflectance

e � refers to effective radiative properties
H � refers to hemispherical transmittance or

reflectance
i � refers to parameters characterizing the radiative

transfer in the ith phase
ji � refers to radiative properties characterizing the

radiative transfer from the jth phase to the ith
phase

RAY � refers to the total ray number used in the Ray-
tracing method

s � refers to the scattering efficiency factor
SC � refers to the effective extinction coefficient

after a nonpoint scattering correction
SCA � refers to the scattering mean-free-path or the

total number of radiation bundles undergoing
scattering events in the Ray-tracing method

0 � refers to the continuous phase surrounding the
scatterers

1 � refers to the dispersed phase
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Spectral Module for Photon
Monte Carlo Calculations in
Hypersonic Nonequilibrium
Radiation
In this paper, efficient spectral modules and random number databases are developed for
atomic and diatomic species for use in photon Monte Carlo (PMC) modeling of hyper-
sonic nonequilibrium flow radiation. To model nonequilibrium flow conditions, the qua-
sisteady state assumption was used to generate electronic state populations of atomic and
diatomic gas species in the databases. For atomic species (N and O), both bound-bound
transitions and continuum radiation were included and were separately databased as a
function of electron temperature and number density as well as the ratio of atomic ion to
neutral number density. For the radiating diatomic species of N2

�, N2, O2, and NO
databases were generated for each electronic molecular electronic system. In each mo-
lecular electronic system, the rovibrational transition lines were separately databased for
each electronic upper state population forming the electronic system. The spectral mod-
ule for the PMC method was optimized toward computational efficiency for emission
calculations, wavelength selections of photon bundles and absorption coefficient calcu-
lations in the ray tracing scheme. �DOI: 10.1115/1.4000242�

Keywords: Monte Carlo, nonequilibrium, radiation, QSS, hypersonic

1 Introduction
In recent years, there has been great interest in modeling of

high-speed reentry vehicles, such as Stardust �1–3� and the up-
coming Crew Exploration Vehicle �4�. In these hypersonic reentry
flows, radiation effects significantly influence the prediction of the
heat shield design and efficiency �5�. For Stardust reentry flows,
the ratio of radiative heat flux to convective heat flux was inves-
tigated in Ref. �6�, and was found to be sufficiently high for alti-
tudes lower than 80 km �e.g., 20% at 68.9 km� that coupling
between flow field and radiation calculations is required. For hy-
personic reentry flows, the ions and electrons inside the shock
layer lead to complicated reactions among charged and neutral
particles, which affect nonequilibrium atomic and molecular en-
ergy distributions and radiation behavior. Olynick et al. �2� ap-
plied a continuum Navier–Stokes flow solver loosely coupled to
radiation and material thermal ablation models to predict the Star-
dust reentry flows at altitudes of 43–80 km and demonstrated the
importance of coupling between flow field and radiation calcula-
tions. In their work, a simplistic quasi-1D tangent slab �TS� radia-
tive transfer equation �RTE� solver was used assuming equilib-
rium conditions, and the radiation calculations cannot be expected
to be accurate in highly nonequilibrium conditions.

To calculate radiation in nonequilibrium flows accurately, the
nonequilibrium air radiation �NEQAIR� �7� code has been devel-
oped. In the NEQAIR code, the quasisteady state �QSS� assump-
tion is used to determine the excited state populations of nonequi-
librium gas species and, therefore, is considered the best line-by-
line �LBL� solver for nonequilibrium flows. However, the
NEQAIR LBL code, which includes a 1D tangent slab radiative
transport solver, is so expensive that the code is not suitable for
radiation calculations for 2D or 3D flow fields. Thus, in the work
of Sohn et al. �8�, a NEQAIR-based efficient databasing scheme

of emission and absorption coefficients was developed. In this
database, the QSS assumption is used to generate the electronic
state populations of atomic and diatomic gas species. Emission
and absorption coefficients for any given flow condition and
wavelength range are accurately calculated using the database and
its associated interpolation schemes as compared with NEQAIR
results. In Ref. �9�, the new database was used together with a 1D
tangent slab RTE solver and the atomic radiation field was pre-
dicted for a Stardust computational fluid dynamics �CFD� simula-
tion. The 1D RTE solver was integrated and loosely coupled with
a hypersonic CFD solver. Coupling was shown to reduce the total
heat load on the vehicle by about 3.5% at peak heating conditions
and decreases the shock stand-off distance by 10%.

Although the NEQAIR-based database provides a means for
accurate radiation calculations in nonequilibrium conditions, the
1D tangent slab radiative transport solver is not sufficiently accu-
rate to simulate radiation for 2D or 3D flow fields. In addition,
high-resolution LBL calculations require hundreds of thousands
RTE solutions and become too expensive for 2D or 3D flow fields.
For such cases, the photon Monte Carlo �PMC� method is accu-
rate and can be more efficient for strongly nongray radiation fields
and has been employed for such cases �10,11�. A general discus-
sion of the Monte Carlo method for radiative transfer can be
found in standard textbooks �12�. In this method radiative transfer
is modeled by allowing each cell to emit its emission energy in the
form of photon bundles �rays� into random directions. In Ref.
�11�, direct simulation Monte Carlo �DSMC� was used to study
the impact of radiation on the flow, loosely coupled with the
particle-based photon Monte Carlo �p-PMC� method of Wang and
Modest �10� for a Stardust reentry flow field. In the p-PMC
method employed in Ref. �11�, emission and absorption coeffi-
cients for atomic N and O were calculated by our new NEQAIR-
based line-by-line database �8�. However, it was found that tightly
coupled computations between DSMC and the p-PMC are too
expensive in the presence of millions of DSMC particles. Instead,
a finite volume �FV� PMC method is presently being developed
and close coupling between a FV-PMC and a CFD solver appears
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more realistic. In order to couple a CFD solver with PMC radia-
tion calculations, the time-consumption for flow field and radia-
tion is approximately 3% and 97%, respectively. Even in such
case, the PMC simulation will consume very substantial CPU
time, making an efficient implementation crucial.

To carry out strongly nongray hypersonic PMC simulations
with emission and absorption coefficients from many species,
each depending on a large number of flow field variables, the
computational efficiency of selecting wavelengths for photon
bundles �rays� and of the computation of absorption coefficients at
given wavelengths for each cell or each particle is crucial. In this
work, we have developed new spectral modules and an emission
random number database �ERND� for the PMC method to im-
prove its computational efficiency and to solve its storage size
issues. The newly developed spectral modules and random num-
ber databases can be used for both p-PMC and FV-PMC methods.
Since monatomic and diatomic gases behave in a very different
manner, radiatively speaking, separate databases have been con-
structed for the important monatomic �N, O� and diatomic
�N2

+,N2,O2,NO� radiating species.

2 Modeling of Spectral Module
The RTE for nonequilibrium hypersonic flow fields in the ab-

sence of scattering �13� may be written as

dI�,tot

ds
= ŝ · �I�,tot = ��,tot − ��,totI�,tot �1�

where I�,tot is the spectral radiative intensity of all species, ��,tot is
the �nonequilibrium� emission coefficient of all species, and ��,tot
is the absorption coefficient of all species. The total emission from
a given cell of volume Vcl is

Eemis,cl =�
Vcl

�
0

��
4�

��,totd�d�dVcl = 4� � Qemis,tot � Vcl

�2�

where Qemis,tot is the total integrated emission energy per unit
volume per steradian and is equal to the summation of Qemis,i of
all species in the cell. To calculate the total emission energy, the
following cell-based variables are required:

1. four temperatures �Ttr ,Trot ,Tvib ,Te� �K�
2. radiating species �N, O, N2

+, N2, O2, NO� number densities
�cm−3�

3. N+ and O+ ion number densities �cm−3�
4. electron number density ne �cm−3�

In general, to simulate nonequilibrium hypersonic flows, four
temperatures can be calculated separately in DSMC �1�, while in
CFD codes, only two or three temperature models are used �9�,
and Te can be assumed to be the same as Tvib. In the PMC method,
the RTE is solved by tracing statistical photon bundles. This im-
plies that the total energy carried by all emitted photon bundles
must be equal to Eemis,cl as given by Eq. �2�. So-called random
number relations must be developed to obtain statistically mean-
ingful locations, directions, and wavelengths of emitted bundles as
explained in detail by Modest �12�. While locations and directions
of photon emission are straightforward, emission wavelengths for
a nonequilibrium gas mixture require special attention and are a
focus of the present paper. In a hypersonic plasma, there are mul-
tiple radiating species, each with multiple dependencies. First, the
emitting species for a given ray is selected, based on the ratio of
emitting energies for each species. A random number R��, uni-
formly distributed from 0 to 1, is compared with the ratio of
emission energies. If

�i	isp−1Qemis,i

Qemis,tot

 R�� 


�i	isp
Qemis,i

Qemis,tot
�3�

the index of the emitting species for the ray is isp. The random
number for the wavelength selection is then adjusted

0 	 R� =
R�� � Qemis,tot − �i	isp−1Qemis,i

Qemis,isp

	 1 �4�

Following Modest �12�

R� =
Qemis,�

Qemis
=

��min

� ��d�

��min

�max��d�
�5�

where � is the corresponding wavelength of photon bundle emis-
sion from the isp species. A bisection method is used to select
wavelengths of photon bundles.

2.1 Construction of Atomic Database. Emission random
number databases �ERND� have been developed for conditions
that occur in nonequilibrium flows, based on our NEQAIR-based
emission and absorption coefficient database. Details on that da-
tabase can be found in the work of Sohn et al. �8�. Briefly, in the
atomic database, the excitation population is calculated using the
QSS model as a function of electron temperature Te, electron
number density ne, and the ratio of ion to neutral number density
n+ /na. In the ERND, the atomic lines for N and O are databased
and accumulated emission and absorption coefficient line
strengths are precalculated as a function of Te, ne, and n+ /na. N
and N+, and O and O+, respectively, are treated as single species
since they have common bound-bound �bb� lines. The transla-
tional temperature is needed to determine the Doppler broadening
line shape for each atomic line. Although the Doppler line shape is
used as a default setting, the broadening line shape can be
switched from the Doppler to the Voigt shape.

In addition to bb transitions, there are two other transition
mechanisms, which lead to changes in electronic energy levels by
emission and absorption of a photon, namely, transitions from a
bound state to an ionized state, called bound-free �bf� transition or
vice versa and transitions between two different continuum states,
called free-free �ff� transitions. Bound-free radiation occurs when
the upper state is ionized and the wavelength of the transition is
determined by the free electron energy. For most hypersonic re-
entry flows the contribution from ff transitions is negligibly small.
While the contribution of ff transitions are included as an option,
in the default setting of the module ff transitions are not consid-
ered. In the ERND, bb transitions are separated from bf and ff
transitions.

For bb transitions, the centerline wavelength �k �Å� and the
accumulated normalized emission coefficients are stored for each
line k, which is defined as

Qa,emis,k
� �Te,ne,n

+/na� = �
i	k

�a,i
� �Te,ne,n

+/na� �6�

i.e., the accumulated strength of all lines with �i
�k. The super-
script � denotes a normalized quantity �i.e., divided by na�. �a,i

� is
the normalized emission coefficient in units of W/sr for an atomic
line i and is obtained from

�a,i
� �Te,ne,n

+/na� = �a,i
c,� �

nU

na
�7�

where �a,i
c,� is the atomic normalized emission line strength of a

bound-bound transition, which is a constant. The electronic state
population, nU, is calculated as

nU = �F�Te,ne,iU�
n+

na
+ G�Te,ne,iU�	 � na �8�

where iU is an upper state electronic level between 1 and 22. �a,i
c,�,

iU, and F and G are acquired from our NEQAIR-based database,
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which contains �a,i
c,� and iU for each bb line and the F and G

functions are databased for each electronic level from one to 22
for a given set of Te and ne values.

For N and O, 170 and 86 atomic lines are included in the
databases, respectively, and are sorted in order of increasing
wavelength. Based on investigations of hypersonic reentry flow
fields �1,9�, the important range of the electron temperature Te has
been identified as 1000–28000 K; similarly for electron number
densities ne, as 1�1013–4�1016 cm−3. For each electronic state
iU the functions F and G have been databased for equidistant
values of Te

0.1 �70 points� and �log�ne��0.1 �50 points�, which was
found to provide best accuracy with a minimum number of data
points.

For bb transitions, the partially integrated emission is calculated
as

Qa,emis,�
� =�

�min

�

�a,�
� �Te,ne,n

+/na,Ttr�d� = �
i	k1

�a,i
� �Te,ne,n

+/na�

+ �
k1
i	k2

�
�−bhw,max

�

�a,�,i
� �Te,ne,n

+/na,Ttr�d�

= Qa,emis,k1

� �Te,ne,n
+/na� + �

k1
i	k2

�a,i
� �

�−bhw,max

�

�i���d�

�9�

where ���� is the line broadening function. In Eq. �9�, first the
line indices, k1 and k2, are selected as follows: k1 is the maximum
integer with �k1
�−bhw,max, where bhw,max is a maximum half
width of line broadening that needs to be considered �set to a
constant value of 0.4 Å� and k2 is the maximum integer with
�k2
�+bhw,max. In other words, k1+1 is the first line �in order of
increasing ��, whose �� is not yet totally integrated, while k2 is
the last line, which is affected at all be the integration. To deter-
mine k1 and k2, the number of accumulated lines from �min to a
given wavelength is stored for 800–13,200 Å with a resolution of
0.1 Å. The arrays contain k1 and k2 as a function of �, where
k1,db��� is the number of lines for which �i
�−bhw,max and
k2,db��� is the number of lines for which �i
�+bhw,max.

As seen from Eqs. �7� and �8�, �a,i
� is proportional to n+ /na, and

thus, the accumulated normalized emission of lines can be ex-
pressed as

Qa,emis,k
� = Ak �

n+

na
+ Bk �10�

In the ERND, Ak and Bk are stored for each atomic line at all
different electron temperature and number density data points.

For bf and ff transitions, partially integrated normalized emis-
sion as a function of �, is stored for each Te, ne, and n+ /na con-
dition. For bf and ff transitions, the considered wavelength range
is �=500–6000 Å with a resolution of ��=10 Å.

The size of the ERND, including the accumulated emission
lines for bb lines, the integrated emission for bf and ff transitions
and k1 and k2 information, is approximately 31 MB and 26 MB
for N and O, respectively. In Fig. 1, the line index database k1 and
k2−k1 for N are shown. If k2 is not the same as k1 at a wavelength,
integrated line broadening is applied to the last term in Eq. �9�. As
seen from Fig. 1, the maximum of k2−k1 is three and, thus, partial
line broadening must be applied to at most three atomic lines. For
most of the lines, we do not have to consider any overlapping of
lines.

2.2 Implementation of Atomic Spectral Module. In the
spectral module species indices of 1 and 2 are assigned for N and
O, respectively. To utilize the atomic spectral module, one calls
subroutines that read �i, �a,i

c,�, F�Te ,ne , iU�, and G�ne ,Te , iU� from
the database for each species �8�. The integrated emission energy

of each species per unit volume, Qemis,i, is interpolated for atomic
species following Eq. �9�, with Qemis=na�Qemis

� . For atomic spe-
cies, Te, na, na

+, and ne must be known to calculate the integrated
emission energy. Next, a bisection method is used to select a
wavelength following Eq. �5�. To this purpose a two-stage process
is applied, a coarse preselection, followed by a correction. For
both bb and continuum transitions, a spline interpolation scheme
is used to determine the normalized emission coefficient at a given
Te and ne. For a given n+ /na, the linear dependence is applied. To
reduce the CPU time for spline interpolation calculations, we use
linear interpolation for the preselection of wavelength.

The bisection method is used to find the resulting line �e.g.,
between 1 and 170 for N�. In the preselection, we only consider
accumulated bb line strengths and continuum contributions that
are calculated using linear interpolation for Te and ne and n+ /na.
Line broadening is not applied in the preselection calculations.
First the line index k is identified where k with Qa,emis,k

� /Qa,emis
�


R�. The accumulated atomic line strength Qa,emis,k
� from i=1 to

k is read from the ERND and �a,i
� is calculated as

�a,i
� = Qa,emis,i

� − Qa,emis,i−1
� �11�

For continuum radiation, linear interpolation is used in terms of
wavelength. The contributions of bb and bf transitions are
summed up at a given wavelength.

Once k has been identified, the limiting line numbers k1 and k2
for use in Eq. �9� are found with the aid of the pretabulated accu-
mulated lines versus wavelength array. A more accurate wave-
length is then found by the bisection method from a rearranged
Eq. �9�

�R�Qa,emis
� − Qa,emis,k1

� � = �
k1
i	k2

�a,i
� �̄i��� �12�

where the �̄i��� come from pretabulated array of partially inte-
grated line broadening functions. In the case of Doppler broaden-
ing this array is a function of 
�−�i
 /bD only. For Voigt broaden-
ing, it is a two-parameter dependence, also including the ratio of
Lorentz-to-Doppler broadening widths. The bisection method is
applied until a � accurate to 10−3 Å is found after which linear
interpolation is applied.

Since the emitted ray’s energy may be absorbed by any species,
the absorption coefficient of all species must be known at the
emission wavelength. To this purpose, the range of line numbers
kab,1
 i	kab,2 that can contribute to the absorption coefficient is
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Fig. 1 Line index database of k1 and k2 as a function of wave-
length for N
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determined for all species, using the k1- and k2-arrays employed in
Eq. �9�.

The absorption coefficient, ���Te ,ne ,n+ /na ,Ttr�, is then calcu-
lated from the database �8� on the fly during ray tracing. The
absorption coefficient of the ith bb line �i can be expressed as

�i = �a,i
c,�nU� nL

nU
− 1�

=�a,i
c,�na��F�iL� − F�iU��

n+

na
+ G�iL� − G�iU�	 �13�

For calculations, �a,i
c,�, F, and G are obtained from databases �see

Ref. �8��. In each cell, the F and G functions are interpolated in
terms of electron temperature and number density. Using the in-
terpolated F and G functions, absorption cross sections for lines
between kab,1 and kab,2 are calculated. The half-widths for line
broadening for lines between kab,1+1 and kab,2 are calculated, and
line broadening is applied to the selected atomic lines. The bb
absorption coefficient at a given wavelength is calculated as the
summation of �i,� from kab,1+1 to kab,2. The bf and ff absorption
coefficients at a given wavelength are calculated separately from
the database �8� and are added.

2.3 Construction of Database for Molecules. For molecular
radiation, N2

+, N2, O2, and NO are considered in this work. A
species index is assigned for each species as follows: three for N2

+,
four for N2, five for O2, and six for NO. In the molecular species
database the excitation population is again calculated using the
QSS model as a function of temperatures Ttr, Trot, Tvib, Te, ne, and
the appropriate heavy species’ number densities nh. First, the elec-
tronic systems for each electronic transition are separated, leading
to two electronic systems for N2

+, five for N2, one for O2, and 18
for NO based on the NEQAIR code for a total of 26 electronic
systems as summarized in Table 1. For each molecular electronic
system, an expression of normalized emission line strengths for
rovibrational transitions can be found in Ref. �8� and the emission
coefficients can be calculated as

��,i = �m,i
c,�nU�i,� �14�

In the database of Sohn et al. �8�, �m
c,�, a constant, is stored for

each rovibrational line for each molecular electronic system.
The rovibrational normalized line strength, �m,i

RV�Trot ,Tvib� is de-
fined as �m,i /nU

e �2JU+1� and is given by

�m,i
RV =

�m,i
c,�

�QRV�U
� exp�−

hc

kB
�G�VU�

Tvib
+

F�JU�
Trot

�	 �15�

with �i, �m,i
c,�, −hcG�VU� /kB, and −hcF�JU� /kB databased �8�,

while the rovibrational partition function �QRV�U is calculated on
the fly. The emission line strength for line i can simply be ex-
pressed as

�m,i = nU
e,d�Ttr,Trot,Tvib,Te,ne,nh� � �m,i

RV�Trot,Tvib� �16�

where nU
e,d is defined as nU

e � �2JU+1� and is calculated by the
QSS method as a function of Ttr, Trot, Tvib, Te, ne, and nh.

Similar to the atomic species in Eq. �9�, the partially integrated
emission for each electronic system is calculated from

Qemis,��iband� =�
�min

�

���Te,ne,na,na
+,Trot,Tvib,Ttr�d�

= nU
e,d�Te,ne,na,na

+���
i	k1

�m,i
RV�Trot,Tvib�

+ �
k1
i	k2

�
�−bhw,max

�

��,i
RV��Trot,Tvib,Ttr��d�	

= nU
e,d�Te,ne,na,na

+��Qm,emis,k1

RV �Trot,Tvib�

+ �
k1
i	k2

��,i
RV�

�−bhw,max

�

�i���d�	 �17�

In this work, the accumulated emission line strength
Qm,emis,k

RV �Trot ,Tvib� is databased for each rotational and vibrational
temperature in the ERND. The modified upper electronic state
population nU

e,d is calculated on the fly for each flow condition.
The overall emission at a given wavelength for each species is the
summation over all molecular electronic systems. The ERND is
prepared separately for each molecular electronic system. For mo-
lecular radiation there are too many rovibrational lines to save all
line information for all rotational and vibrational conditions. Simi-
lar to what was shown in Fig. 1, Fig. 2 shows the line index of k1
and k2 as a function of wavelength for the N2

+�1−� transition mo-
lecular electronic system. For this system, the total number of
lines is 122,606 and the maximum of k2−k1 is 112 as shown in the
figure. Therefore, for most of the lines, we do have to consider
overlapping of lines for molecules. Instead of storing the line-by-
line information, Qm,emis,jdb

RV is stored with a resolution of �� jdb
for

each rotational and vibrational temperature and the total number
of lines for �i
�max for each molecular electronic system is also
stored. Qm,emis,jdb

RV is the accumulated �m,i
RV in units of W/sr between

�min and � jdb
, where � jdb

is the jdb-th wavelength in the database
�equally spaced with resolution ��db�. Between the data points,
the emission line strength of individual lines �m,i

RV is computed in
the main PMC calculations whenever necessary. In this manner
the values of k1 and k2 similar to the atomic case are determined.
For each rotational and vibrational condition, the partition func-
tion QRV, is calculated.

As for Te, described in the atomic database, rotational and vi-
brational temperatures are taken to range between 1000 and

Table 1 Random number databases for six radiating species

Species isp Number of bands Transitions

N 1 1 170 bb transitions
O 2 1 86 bb transitions
N2

+ 3 2 N2
+�1−�, N2

+ �Meinel�

N2 4 5
N2�1+�, N2�2+�, N2 �Birge–Hopfield 2�, N2 �Birge–

Hopfield�, N2 �Carrol–Yoshino�
O2 5 1 O2 �Schumann–Runge�

NO 6 18

NO��, NO���, NO���, NO���, NO���, NO����,
NO�C-A�, NO�D-A�, NO�B�-B�, NO�E-C�, NO�F-C�3��,

NO�H-C�, NO�H�-C�, NO�E-D�5��, NO�F-D�3��,
NO�H-D�, NO�H�-D�, NO�IR�
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28,000 K. The values have been databased for equidistant values
of Trot

0.1 �35 points� and Tvib
0.1 �35 points�. For all electronic systems,

a minimum wavelength �min, a maximum wavelength �max, and
the wavelength resolution ��db are specified. At the default set-
ting, �min and �max are 500 Å and 20,000 Å, respectively, and
��db is set to 2 Å. �min and �max can be different for each mo-
lecular electronic system but ��db is assumed to be the same
constant value for all species. The information for k1 and k2 at a
given wavelength � jdb

, is also databased for each molecular elec-
tronic system. At the default setting, the ERND size is approxi-
mately 63 MB for each molecular electronic system. Figure 2 also
shows the spectral normalized emission lines, �m,i

RV and accumu-
lated emission lines Qm,emis,jdb

for the N2
+�1−� transition molecular

electronic system at temperatures equal to 5000 K. This shows an
example of the ERND, indicating that for this electronic system
strong lines are located between 3850 Å and 3900 Å.

2.4 Implementation of Molecular Spectral Module. To uti-
lize the molecular spectral module, one needs to specify the mo-
lecular transition electronic systems to be considered. One sets the
number of molecular species, and the number of electronic band
systems. At the default setting, the numbers are set to four and 26,
respectively, �the ones listed in Table 1�. Each molecular elec-
tronic system to be included in the molecular radiation calcula-
tions is set individually as done in NEQAIR. The molecular line
information �i, �m,i

c,�, −hcG�VU� /kB, −hcF�JU� /kB, −hcG�VL� /kB,
and −hcF�JL� /kB is read from our database �8� to calculate emis-
sion and absorption rovibrational line strengths.

In the main PMC calculations, one calculates electronic state
populations and partition functions for each cell and each molecu-
lar species prior to ray tracing. The QSS calculations are per-
formed by solving the four electronic states for the cell conditions
on the fly. Electronic state populations ne,d �Ttr ,Trot ,Tvib ,Te ,
ne ,nh� and partition functions �QRV�U are calculated. These calcu-
lations need to be performed for all cells for both emission and
absorption.

To calculate the integrated normalized emission energy per unit
volume, Qm,emis

RV , which is integrated from a minimum to a maxi-
mum wavelength in Eq. �17�, one first obtains Qm,emis,jdb,max

RV from
the ERND and interpolates the data in terms of rotational and
vibrational temperatures. The upper state level iU, is read from our
NEQAIR-based database and Qm,emis is multiplied by the upper
state population nU

e,d. The total integrated emission energy for the
species per unit volume is calculated as the summation of Qm,emis

over the electronic systems. The total emission energy of a cell is
calculated from Eq. �2�, and the number of photon bundles to be
emitted from the cell is decided on. Similar to the atomic spectral
module, based on the ratio of Qemis,i for a species to Qemis,tot we
determine, which species is emitting a photon bundle, by compari-
son with a random number, which is then scaled for the wave-
length selection by Eq. �4�.

For molecules, Qm,emis,jdb
in W /cm3 /sr is calculated as

Qm,emis,jdb
�isp� = �

bands

nU
e,dQm,emis,jdb

RV �18�

The emission wavelength is found in a two-stage process very
similar to the atomic species case. First limiting line numbers k1
and k2 are found, in this case from Qm,emis,j

RV , but in ��db incre-
ments rather than for each individual line. Consequently, for the
many lines of diatomic species, k1 and k2 may overshoot some-
what on the safe side. After k1 and k2 have been identified, the
actual emission wavelength is found by bisection of the remain-
der, identical to the atomic species as indicated in Eq. �12�.

Once a wavelength is selected, the absorption coefficient
���Ttr ,Trot ,Tvib ,Te ,ne ,nh�, is calculated similar to the atomic spe-
cies: the half width for line broadening at a given wavelength is
calculated and kab,1 and kab,2 are read from the line index data-
bases. Line broadening is then applied to lines between kab,1+1
and kab,2. The effective volumetric absorption coefficient line
strength for a rovibrational transition line is given by

�i,v = �m,i �
�i

5

2hc2 � � nL

nU
− 1� �19�

where

nL

nU
=

nL
e,d

nU
e,d

�QRV�U

�QRV�L
exp�−

hc

kB
�G�VU� − G�VL�

Tvib
+

F�JU� − F�JL�
Trot

�	
�20�

For rovibrational transition lines with a center wavelength of 
�
−�i

3�bhw,�, the line broadening is applied, and the absorption
coefficient for the species is summed over the molecular elec-
tronic systems.

3 Results and Discussion
To demonstrate the validity and efficiency of the spectral mod-

ule using the ERND, three test cases have been carried out and are
presented in this section. The first case investigates the computa-
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tional efficiency for wavelength selection in the PMC ray tracing
scheme for both atomic and molecular spectral modules as well as
the accuracy of the sampled spectral emission distributions. One
arbitrary cell condition is used for emission calculations and both
atomic and molecular spectral emission obtained using the spec-
tral module are compared with NEQAIR spectral results. The sec-
ond case investigates the computational efficiency to carry out a
full FV-PMC calculation using a total number of 10,000 cells.
Necessary steps for the FV-PMC method were considered and the
CPU time was measured for each step. Finally, the FV-PMC
method was used to simulate atomic radiation for a one-
dimensional disk with the Stardust stagnation line flow field at
68.9 km. The flow field was obtained with a DSMC simulation
and the radiative source � ·q was compared with NEQAIR tangent
slab results. For these demonstrations, dual 2.4 GHz AMD
Opteron Processors were used.

3.1 Accuracy and Spectral Emission Investigation. One ar-
bitrary cell condition was used to examine the accuracy and wave-
length selection efficiency of spectral modules using the ERND.
Emission energies of four species �N, O, N2

+, and N2� were con-
sidered. Two transitions for N2

+, N2
+�1−� and N2

+ �Meinel�, and two
major transitions for N2, N2�1+� and N2�2+�, were considered,
respectively. In order to have the emission energy of each species
to be of the same order, the cell condition was selected as follows.

Temperatures �Ttr ,Trot ,Tvib ,Te� are 31,113 K, 18,027 K, 12,280 K,
14,888 K, respectively. Number densities of radiating species �N,
O, N2

+, N2, N+, and O+� and electrons were 1.34�1016, 1.01
�1017, 2.27�1016, 1.75�1019, 1.59�1014, 1.24�1014, 5.02
�1014, respectively. Using this cell condition, emission energies
per unit volume Qemis�isp� were calculated using the spectral mod-
ule and ERND and for N, O, N2

+, and N2, are 790.9 W /cm3 /sr,
779.3 W /cm3 /sr, 522.1 W /cm3 /sr, and 498.9 W /cm3 /sr, re-
spectively. 5�106 samples were taken using this cell condition,
and the number of photon bundles for each emitting species were
1,523,992, 1,502,284, 1,002,381, 895,369, respectively. The ratio
of number of samples for each species agree well with the ratio of
emission energies.

Considering only atomic N and O radiation, the CPU time is
approximately 220 s for 5�106 wavelength selections. On the
other hand, for the two diatomic species N2

+ and N2 only, the CPU
time is approximately 1600 s. For diatomic species, one needs to
calculate several electronic systems for each species and, in addi-
tion, in each molecular electronic system there are many rovibra-
tional transition lines, making them computationally more expen-
sive than atomic species.

In Fig. 3, spectral emission of atomic species using the spectral
module with the ERND is compared with NEQAIR. The photon
bundle energy per sample is calculated as Qemis,tot /�� /Nsample.
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This energy is added to a wavelength column �equally spaced in
��=0.005 Å increments�, if the spectral module selects a wave-
length within the column for the sample. Most selected samples
were wavelengths within bb transition lines and good agreement
is shown between the spectral module and the NEQAIR results.
With 10�106 samples, the difference between the spectral mod-
ule result and NEQAIR is less than 1% in the top figure. With 1
�106 samples, the difference is approximately 5%. Detailed com-
parisons of spectral emission between the spectral module and
NEQAIR for the strongest lines at 1200.079 Å for N and
1302.677 Å for O are also shown in the figure. Good agreement is
found between the two results and line broadening �here Doppler�
is well represented by the spectral module. At any selected wave-
length, spectral absorption coefficients also agreed well with those
of NEQAIR. Accuracy investigation was performed for the spec-
tral emission of N2

+ between 3000 Å and 5000 Å using the spectral
module with ERND with a resolution of 0.1 Å. Since there are so
many lines for molecules, more samples are required to reproduce
spectral emission. For N2

+ spectral emission, the difference be-
tween the spectral module and NEQAIR is less than 5% with
10�106 samples and 2% with 50�106 samples.

3.2 Computational Efficiency Investigation. In this subsec-
tion, the computational efficiency of FV-PMC calculations is in-
vestigated. Considering the FV-PMC method for an actual flow
simulation, the total number of cells was set to 10,000. Tempera-
tures and number densities in each cell were randomly chosen.
Necessary steps for the FV-PMC method were considered and the
CPU time was measured for each step. Four species �N, O, N2

+,
and N2� were considered, and the ERNDs for these species were
created. In this case, for N2

+, two ERNDs were created for the two
molecular electronic systems, N2

+�1−� and N2
+ �Meinel�. For N2,

two major electronic systems, N2�1+� and N2�2+�, were selected
from among five molecular electronic systems, and ERNDs were
created for them. In order to employ the FV-PMC method for
atomic and molecular radiation, the necessary steps are as follows:

1. Fi and Gi function interpolations
2. ne,d and QRV evaluations for molecules
3. total emission evaluation for four species in each cell
4. wavelength selection for ten photon bundles in each cell
5. ten absorption coefficients for each photon bundle

For each procedure, computational time was calculated and
compared in Table 2. Step 1 is required to determine absorption
coefficients of atomic species, and a spline interpolation scheme is
used for electron temperature and linear interpolation for electron
number density. In step 2 one needs to calculate the electronic
excited states for each cell solving the 4�4 matrix in the QSS
assumption. Also, for the partition function calculations for each
electronic level, the QRV is calculated as the summation over all
vibrational and rotational levels. This can be improved if QRV is
databased as a functions of Trot and Tvib. In step 4, one needs to
select a wavelength for each photon bundle and the total number
of photon bundles is 100,000. In step 5, the total number of ab-
sorption coefficient calculations is 1�106. Note that this number
depends on the optical thickness of the flow and how far the

photon bundle travels over cells. As one can see, the computa-
tional times for steps 3–5 are small. However, step 2 is more
expensive compared with other procedures but efficient enough to
allow inclusion of molecular radiation in tight coupling between
the FV-PMC method and a flow field solver. During the develop-
ment of the present spectral modules this test was used to identify
inefficiencies in each individual schemes. The present results are
for the optimized schemes described in this paper. All in all, the
spectral module is so efficient that the FV-PMC method for both
atomic and molecular radiation can be tightly coupled with a flow
field solver.

3.3 Full Flow Field Monte Carlo Simulation. A full dem-
onstration of our spectral module was performed using the Star-
dust reentry flow field at 68.9 km, as calculated by a DSMC
simulation �11�. The Stardust stagnation line flow field at 68.9 km
mapped to a one-dimensional disk �34�5 cells� was used in the
calculation to allow comparison with NEQAIR, which is limited
to 1D �tangent slab� solutions and only atomic radiation was con-
sidered in the comparison �14�. Figure 4 shows combined N and O
contributions to local volumetric emission 4�Qemis and the local
radiative source

� · q = 4�Qemis −�
0

��
4�

��I�d�d� �21�

It is seen that agreement is excellent, well within one standard
variation in the PMC results. For the PMC method, the standard
variation in � ·q is set to 0.1 and the total number of photon
bundles is approximately 250�106. Because this case is optically
very thick and almost 1D, PMC calculations are more expensive
than those for NEQAIR.

4 Conclusions
New efficient spectral modules and ERNDs have been devel-

oped for both atomic and diatomic species to allow for PMC
calculations of hypersonic nonequilibrium flow radiation. The
QSS assumption was used to generate electronic state populations
of atomic and diatomic gas species. By using the QSS assumption,
the spectral module can produce accurate spectral emission coef-
ficients for nonequilibrium flows and can select wavelengths for
photon bundles efficiently. For atomic N and O, bb transitions and
continuum radiation were databased separately. For the bb contri-
bution, all accumulated bb line strengths were databased as a
function of electron temperature and number density as well as the
ratio of ion to neutral number density. For continuum radiation,

Table 2 Computational time

Step Species Cells Samples
CPU time

�s�

1 N, O 10,000 6
2 N2

+, N2 10,000 38
3 N, O, N2

+, N2 10,000 1
4 Selected 10,000 10 6
5 Selected 10,000 10 8
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partially integrated emission was databased with a constant reso-
lution wavelength. For the diatomic species N2

+, N2, O2, and NO,
ERNDs were generated for each electronic molecular electronic
system. In each molecular electronic system, the accumulated
rovibrational transition lines were divided by the electronic upper
state population for the electronic system, and the normalized
lines were stored with a resolution of 2 Å as a function of rota-
tional and vibrational temperatures. To improve the computational
efficiency, a bisection scheme in terms of line indices was imple-
mented for preselection of the wavelength range and another bi-
section in terms of wavelength was performed after the preselec-
tion. The developed spectral module optimizes computational
efficiency for emission calculations, wavelength selections of pho-
ton bundles, and absorption coefficient calculations in the ray trac-
ing schemes used in the PMC method.
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Nomenclature
bhw � half width of the Doppler broadening, Å

c � speed of light, 2.9979�1010 cm /s
e � electron charge, 4.8030�1010 statcoul
E � energy, W
F � rotational energy quantum level for a molecule,

cm−1

Fi � assembled collisional and radiative coefficient
of electronic state i, dimensionless

G � vibrational energy quantum level for a mol-
ecule, cm−1

Gi � assembled collisional and radiative coefficient
of electronic state i, dimensionless

h � Planck’s constant, 6.6262�10−34 J s
isp � species index
I� � spectral intensity, W /cm2 /sr /Å
J � rotational quantum number, dimensionless
k � line index

kB � Boltzmann’s constant, 1.3806�10−23 J /K
n � number density, cm−3

nU
e,d � modified upper electronic state population of

molecule, nU
e,d=nU

e � �2JU+1�
Qemis � integrated emission coefficient, W /cm3 /sr

Qemis,� � partially integrated emission coefficient,
W /cm3 /sr

QRV � rovibrational partition function, dimensionless
R � uniform random number between 0 and 1

T � temperature, K
Vcl � volume of a cell, cm3

�� � emission coefficient, W /cm3 /sr /Å
�i � emission line strength at the centerline,

W /cm3 /sr
�� � absorption coefficient, cm−1

�i � absorption coefficient line strength,
dimensionless

� � wavelength, Å
���� � line broadening function, Å−1

+ � ion
RV � rotational and vibrational temperature depen-

dence �divided by nU
e,d�

� � normalized quantity
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A Numerical Simulation of
Combined Radiation and Natural
Convection in a Differential
Heated Cubic Cavity
This article presents a numerical simulation of combined radiation and natural convec-
tion in a three-dimensional differentially heated rectangular cavity with two opposite side
walls kept at a temperature ratio Th /Tc�2.0 and Tc�500 K, with others walls insu-
lated. A non-Boussinesq variable density approach is used to incorporate density changes
due to temperature variation. The Navier–Stokes (NSE), temperature, as well as the
radiative transfer (RTE) equations are solved numerically by a finite volume method, with
constant thermophysical fluid properties (except density) for Rayleigh number Ra�105

and Prandtl number Pr�0.71. The convective, radiative, and total heat transfer on the
isothermal and adiabatic walls is studied along with the flow phenomena. The results
reveal an extraordinarily complex flow field, wherein, along with the main flow, many
secondary flow regions and singular points exist at the different planes and are affected
by the optical properties of the fluid. The heat transfer decreases with increase in optical
thickness and the pure convection Nusselt number is approached as the optical thickness
��100, but with substantially different velocity field. The wall emissivity has a strong
influence on the heat transfer but the scattering albedo does not.
�DOI: 10.1115/1.4000180�

Keywords: multimode heat transfer, radiative heat transfer, transparent and participat-
ing medium, three-dimensional natural convection, variable density formulation

1 Introduction

A large volume of research on natural convection exists today
due to its importance in a wide range of applications in the cool-
ing of electronic devices, energy storage systems, solar collectors,
fire-related phenomenon, nuclear reactor safety, etc. The natural
convection in an enclosure is a classical case study of the interac-
tion of heat transfer and flow phenomena. Generally, heat transfer
by radiation is neglected while studying this problem. Neverthe-
less, in high temperature engineering applications, thermal radia-
tion contributes as much as any other modes to the overall heat
transfer. However, there is paucity of literature combining natural
convection and thermal radiation.

The radiation problem is usually treated in either of two ways:
only as surface-to-surface radiation, or by including the emission,
absorption, and/or scattering of radiation in a participating me-
dium between the surfaces. For the later approach, the solution of
an integro-differential radiative transfer equation �RTE� is re-
quired. In this work we include the effect of the participating
medium. Very few studies have considered the coupling of con-
vection and radiation. We briefly review below the work on com-
bined natural convection and radiation in participating media.

The two-dimensional differentially heated cavity �1–3� is one of
the classic benchmark problems of natural convection. The flow
structure and heat transfer in a three-dimensional cavity, which is
heated at two opposite vertical walls has also been studied nu-
merically for the pure convection case and provides useful insight
of the three-dimensional aspect of buoyancy driven flow �4–7�.

Tan and Howell �8� solved the combined radiation and natural
convection for a 2D differential heated cavity problem with a
radiatively participating medium. The product-integral method
and stream-vorticity formulation were used to solve the RTE and
the flow field for three Rayleigh numbers 103, 104, and 105 for
radiation-conduction parameter values ranging from 0 to �. Yücel
et al. �9� carried out a study of combined natural convection and
radiation for a radiatively participating medium for a vertical ��
=90 deg� and an inclined ��=60 deg� differential heated 2D cav-
ity of equal sides for a Rayleigh number of 5�106 and Plank
number of 0.02. It was shown that there is significant change in
the flow pattern due to the change in the orientation of the square
cavity. Krishnaprakas et al. �10� showed that isotropic scattering
of radiative energy had little effect on heat flux in natural convec-
tion. Fusegi and Farouk �11� did a numerical and experimental
study on natural convection with gas radiation in a square cavity.
Colomer et al. �12� studied natural convection with radiation for
participating and nonparticipating media in a three-dimensional
differential heated cavity. Recently, Borjini et al. �13� also studied
the effect of radiation in a three-dimensional natural cavity prob-
lem with a velocity-vorticity formulation. Although, some work
has been done on the natural convection with radiation in a similar
three-dimensional geometry, these papers �13,12� assume only a
small temperature difference and that the Boussinesq approxima-
tion is valid. In the present work, a non-Boussinesq variable den-
sity formulation is used to simulate three-dimensional natural con-
vection with radiation for a large temperature difference �Tc

=500 K, Th=1000 K�, where the Boussinesq approximation is
unlikely to be valid. This study, therefore, despite its idealized
nature, is closer to real world applications, where radiation heat
transfer usually occurs over large temperature differences.

Mixed convection with radiation is important in some applica-
tions �i.e., energy storage devices, crop dryers, crude oil storage
tanks, heat exchangers, etc.�, and attempts have been made to
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study it. Mahapatra et al. �14� used the stream-vorticity formula-
tion for the flow field and the discrete ordinates method for the
RTE to study the interaction of radiation and mixed convection in
a two-sided lid-driven differentially heated square cavity. It was
observed that buoyancy-aiding movement of the lid increases both
the flow and heat transfer rate, whereas radiation is more sensitive
to the buoyancy-opposing movement of the lid. Yan and Li
�15,16� studied the effect of radiation on the mixed convection
both in an inclined and a vertical square duct, using the vorticity-
velocity method to solve the three-dimensional Navier–Stokes
equation. They found that radiation reduces the buoyancy effect,
whereas the local friction factor and Nusselt number are enhanced
by buoyancy-assisting flow. Chiu et al. �17� studied the effect of
radiation on mixed convection in a horizontal rectangular duct for
a range of values of the aspect ratio for the duct, conduction-
radiation parameter, optical length, scattering albedo, and wall
emissivity.

Numerous methods have been proposed to solve the RTE nu-
merically. Among the most popular are the spherical harmonics
�PN�, Monte Carlo, Zonal, discrete ordinates �DOM, SN� and finite
volume �FVM� methods.

The FVM for the RTE was first proposed by Raithby and Chui
�18�. They used a higher order exponential scheme for an
absorbing-emitting and scattering medium. Later, this method has
been used �19� for nonorthogonal two-dimensional geometries.
Chai et al. �20,21� presented a FVM formulation and its imple-
mentation for orthogonal and nonorthogonal two-dimensional and
orthogonal three-dimensional geometries. Chai et al. �22� investi-
gated the numerical stability of different numerical schemes for
the discrete ordinates method.

In the present work, numerical simulations of combined radia-
tion and natural convection in a three-dimensional differential
heated natural cavity at Rayleigh number 105 and Prandtl number
Pr=0.71 are performed using a FVM scheme �23–27� for both the
flow equations and the RTE. The purpose of this study is to in-
vestigate the effect of radiation on three-dimensional natural con-
vection. The effect of optical length, scattering albedo, and wall
emissivity has been studied, keeping thermophysical properties
�except density� of the fluid constant.

This work is briefly summarized as follows: Sec. 2 presents the
problem definition, the general assumptions made in the study, the
governing equations, the FVM method for the RTE, boundary
conditions, solution algorithms, code verification, and grid inde-
pendent tests. Section 3 presents the effect of radiation parameters
on the heat and flow phenomenon in the three-dimensional natural
convection.

2 Problem Specification
Figure 1 shows the geometry of the problem. The walls are of

unit length. The front, back, top, and bottom �see Fig. 1� walls are
insulated and the remaining two walls are isothermal, having a
temperature ratio Th /Tc=2 �hot to cold� with Tc=500 K. The ori-
gin of the coordinate system is shown as the vertex at the common
corner of the hot, back, and bottom walls. The gravity force acts in
the negative y-direction. The density is allowed to change accord-
ing to the ideal gas law. The cavity is filled with a Newtonian fluid
of Pr=0.71. The study has been carried out for single Rayleigh
number �Ra=105� and conduction radiation parameter of 0.1 cor-
responding to an extinction coefficient value of �=1.0.

2.1 Analysis. These assumptions are made as follows:

1. The flow is laminar, Newtonian, and incompressible.
2. The thermophysical properties, except density, of the fluid

are constant.
3. A non-Boussinesq variable density formulation is used to

incorporate change in density due to temperature difference.
4. Viscous dissipation is neglected.
5. The medium is gray for radiative heat transfer.

6. The medium absorbs, emits, and/or scatters the radiation en-
ergy.

7. The refractive index of the medium and walls are constant
and equal to one.

Based on the above assumptions, the basic equations of the
flow and temperature, in Cartesian coordinates, are given by

��ui

�xi
= −

��

�t
�1�

��ui

�t
+

��uiuj

�xj
= −

�p

�xi
+ 	

�2ui

�xj � xj
+ �f i �2�

��CpT

�t
+

��CpujT

�xj
= k

�2T

�xj � xj
−

�qR,j

�xj
�3�

where f i is the body force. The continuity �Eq. �1�� emphasizes the
fact that we must enforce continuity at each time step by equating
the divergence of mass flux to the time rate of change in density,
which is independently determined here by the temperature ideal
gas law

� =
p

RT

where R is the gas constant. In the calculations that follow we
assume that the density at the mean temperature �=750 K� of the
cavity is 1�kg /m3�. The last term in Eq. �3� is the divergence of
the radiative flux, which can be calculated as

� · qR = 
�4�Ib − G� �4�

where 
 is the absorption coefficient, Ib is the black body inten-
sity, and G is the irradiation, evaluated by integrating the radiative
intensity �I� over all directions, i.e.

G =�
4�

Id�

The radiative intensity itself is calculated by solving the RTE

i

�I

�xi
+ �I = 
Ib +

�s

4�
�

4�

I�i���i,i��d�� �5�

where i �i=1,2 ,3� are the direction cosines, �s is the scattering
coefficient, � �=
+�s� is the extinction coefficient, and ��i ,i��

Hot Wall

Cold Wall

Back Wall

Front Wall

Bottom Wall

Top Wall

g

Y

XZ

Fig. 1 The geometry of the three-dimensional natural cavity
problem
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is the scattering phase function prescribing the probability of ra-
diative intensity scatter from the direction prescribed by i� to the
direction i. If linear anisotropic scattering is assumed, then the
phase function is of the form

� = 1.0 + a0ii� �6�

where a0 is called the asymmetric factor, with values �1, 0, and 1
of a0 corresponding to backward, isotropic, and forward scatter-
ing, respectively.

2.2 Finite Volume Approximation of the RTE. The FVM is
used to solve both the Navier-Stokes equation �NSE� and the RTE
on a structured nonorthogonal hexahedral grid �Fig. 2�. The de-
tailed solution methodology of the NSE for variable density for-
mulation and RTE are given in Refs. �26,27�, respectively. The
FVM formulation is obtained by �double� integrating the RTE
�27� with respect to the control volume and control angle �see
Figs. 2 and 3�. The parametrization of the control volume faces
and volumes are as in references �24,25�.

The discretized FVM form of Eq. �5� for the cell P is

�
f=all faces

If
m�AfDf

m + �IP
m

= 
PIbP
m �VP��m +

�sP

4� �
m�

IP
m���m;m����m��VP��m

�7�

where the subscript P indicates the cell centroid value, subscript f
indicates the value at the cell face �f =e ,w ,n ,s , t ,b�, and super-
script m indicates the discretized direction �i.e., the center of the
control angle ��m in Fig. 3� of the intensity Im. The directional
weight is

Df
m ��

��m

�n̂f · ŝm�d�

where n̂f is the outward surface normal to the face f between the
cell P and its neighbors, ŝm is the direction of the radiation, and
d� is the discrete solid angle attributed to direction m.

With a step �27� interpolation scheme to represent face values
in terms of centered values, Eq. �7� can be reduced to the standard
form

aPIP
m = aEIE

m + aWIW
m + aNIN

m + aSIS
m + aTIT

m + aBIB
m + SP

m �8�
which can be solved by an iterative technique.

Due to limitations of space, we will not discuss the solution
technique of NSE, as the discretization scheme and numerical
solution technique used here for the variable density formulation
is given in Ref. �26�.

2.3 Nondimensional Variables and Boundary Conditions.
The following are the nondimensional variables and parameters
used in this study:

Th
� =

Th

Tc
, � = 
 + �s, � = �L, � =

�s

�

Pr =
�

�
, Ra =

g�TL3�TH − Tref�
��

, N =
k�

�Tc
3

where �T is the volumetric thermal expansion coefficient �T�
−1 /���� /�T�P=1 /T for an ideal gas.

The boundary conditions for momentum and energy equations
are as follows:

ui = 0 at all walls
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�p

�n
= 0 at all walls

T� = 2 at the hot wall

T� = 1 at the cold wall

qr + qc = 0 at the insulated �front, back, top, and bottom�

walls �see Fig. 1�

The RTE �Eq. �5�� is subjected to the following boundary condi-
tion at diffusely emitting and reflecting isothermal walls

I�rw, ŝ� = �wIb�rw� +
1 − �w

�
�

n̂·ŝ�0

I�rw, ŝ��n̂ · ŝ�d� for n̂ · ŝ � 0

�9�

where n̂ is the outward normal at the boundary.
The total wall heat flux is calculated as

qtw = qCw + qRw

where qCw and qRw are the convective and radiative heat fluxes at
the wall, calculated as

qCw = − k
�T

�n

and

qRw =�
4�

I�n̂ · s��wd�

The total Nusselt number at the wall is calculated from the con-
vective and radiative Nusselt numbers as

Nut = NuC + NuR

where

NuC =
qCwL

k�Th − Tc�

and

NuR =
qRwL

k�Th − Tc�

respectively. The average Nusselt Number Nu at the wall is the
area-averaged value of Nu.

2.4 Solution Algorithm. The individual solution algorithm
for the NSE and RTE are given in Refs. �26,27�, respectively. The
strategy of the NSE and RTE solution is a false-transient tech-
nique and is briefly stated as follows:

1. Initialize the velocity, temperature, and intensity field.
2. Solve the RTE from the current temperature field until con-

vergence.
3. Compute the divergence radiative source term using Eq. �4�.
4. Solve the coupled velocity and temperature field, for one

time step, with the above radiative source term.
5. Update the temperature field.
6. Repeat 2 to 5 for successive time-steps till the residuals for

velocity and temperature fields reach steady state.

2.5 Code Verification. The computer code being used to
study the present problem is verification in two steps. First, the
numerical code being used to solve the Navier–Stokes and tem-
perature equations is verification against results of Fusegi et al. �6�
for the three-dimensional cubic cavity shown in Fig. 1 for purely
convection buoyancy-driven flow �without thermal radiation�. The
nondimensional temperatures �nondimensionalized by �Th+Tc� /2�
at the hot and cold walls are 1.05 and 0.95, respectively. Table 1

shows the plane average Nusselt number from the present calcu-
lation against the values of Fusegi et al. for various Rayleigh
numbers. Fusegi et al. used the Boussinesq approximation for the
buoyancy while a non-Boussinesq method is used here. Neverthe-
less, the values of Nusselt numbers are within 1–2% of each other.

Next, for the verification of the RTE code, the three-
dimensional furnace case proposed by Mengüç and Viskanta �28�
is used. The problem comprises a 3D rectangular enclosure of size
4�2�2 in the x-, y-, and z-directions, respectively, filled with an
absorbing emitting gas of absorbing coefficient 0.5 m−1. There is
a volumetric heat generation of 5 kW /m3. The end-wall condi-
tions are as follows:

x = 0, � = 0.85, Tw = 1200 K

x = 4, � = 0.70, Tw = 400 K

while the other walls are at 900 K with an emissivity of 0.7. The
domain is discretized into 25�25�25 spatial grids point and 6
�8 spherical control angles. The domain temperature is calcu-
lated as

T4 =
1

4�
	qgen



+ G
 �10�

where G is the irradiation, defined as G��4�Id�, and � is the
Stefan–Boltzmann constant. Figure 4 shows the present results for
temperature with Chai et al. �20� at three different lines at x
=0.4, 2, and 3.6 and at y=1. The comparison is good.

2.6 Grid Independent Test. To check whether the grid reso-
lution used is adequate, a grid independent is carried out for
the chosen problem �Th /Tc=2.0, Tc=500 K, Ra=105 , Pr
=0.71, N=0.1� at three spatial grid sizes, i.e., 41�41�41, 61
�61�61, and 81�81�81. The angular resolution is 6�8. The
calculated Nusselt numbers at the hot wall for the optical thick-
ness of 1.0 for the three grid sizes are 63.078, 62.56, and 62.085,
respectively. The percentage of difference between the first and

Table 1 Comparison of plane average Nusselt number Nut for
pure convection case with the values of Fusegi et al. †6‡

Ra

Nut �Pure convection�

% differenceFusegi et al. Present

103 1.085 1.0713 1.26
104 2.10 2.07 1.42
105 4.361 4.45 2.04
106 8.770 8.96 2.17

Z(m)

T
(K

)
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Present
Chai et al.

x = 0.4 m
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x = 3.6 m

Fig. 4 Temperature distribution at y=1 m
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second grid values is 0.83% and between the second and third grid
values is 0.76%.

The independent test of angular resolution is done with three
angular discretizations, i.e., 4�6, 6�8, and 8�10, on the same
problem with spatial resolution of 40�40�40. The calculated
Nusselt numbers for these three angular resolutions are 59.12,
63.078, and 63.84, respectively. The percentage of difference be-
tween the first and second values is 6.27% and between the sec-
ond and third values is 1.19%. Using these results, a spatial grid
size of 61�61�61 and angular resolution of 6�8 was chosen as
optimum for the present problem.

3 Results and Discussion
The main objective of the present study is to determine the

effect of radiative heat transfer on the three-dimensional natural
convection in a cubical cavity for Rayleigh number Ra=105,
Prandtl number Pr=0.71, and conduction-radiation parameter N
=0.1 �corresponding to extinction coefficient �=1.0�. First, we
will discuss the effect of optical thickness, scattering albedo, and
wall emissivity on the three-dimensional heat transfer characteris-
tics and, in Sec. 3.2, the effect of optical thickness on the flow
characteristics.

3.1 Heat Transfer Characteristics. We now consider the ef-
fect of the radiative heat transfer characteristics on the three-
dimensional natural convection. When studying the effect of op-
tical thickness, the scattering albedo and wall emissivity are fixed
at 0 and 1.0, respectively; likewise optical thickness and wall
emissivity are kept at 1.0 and 1.0 when studying the effect of
scattering albedo, and we use values of 1.0 and 0.0 for optical
thickness and scattering albedo, respectively, when studying the
effect of wall emissivity.

3.2 Effect of Optical Thickness. The problem is computed
for various values of optical thickness �=0.0, 1.0, and 10.0 as well
as for the pure convection case. It should be noted that the �=0 is
distinct from the pure convection case, as the former allows
surface-to-surface radiative transfer even if the medium is radia-
tively nonparticipative.

The isosurfaces of temperature are depicted in Fig. 5 for vari-
ous values of optical thicknesses and for pure convection. A
quasitwo-dimensional horizontally stratified structure is visible in
the case of pure convection. However, with the inclusion of radia-
tive heat transfer more complex three-dimensional isosurfaces of
temperature are seen. The isothermal surfaces are more closely
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Fig. 5 Distribution of isosurfaces of temperature for „a… pure convection, „b… �=0.0 „transparent medium…, „c… �=1.0, and „d…
�=10.0
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spaced near the cold wall, indicating an increase in the bulk mean
temperature. A curved bathtublike isothermal plane, which is more
prominently curved at the bottom is formed a distance away from
the hot wall for the radiative transparent medium ��=0.0�. This
isothermal surface shape can be explained by the fact that convec-
tive heat flux is higher at the insulated bottom wall than the top
wall; so curvature of the isotherms are higher at the bottom than
the top wall. Recall that at the insulated boundaries, while the
total heat transfer is zero, the convective and radiative transfers
can be nonzero, but equal and opposite to each other. The bottom
wall is convectively cooled, while the top wall is convectively
heated, so the sign of the curvature of the isothermal surfaces
changes from negative to positive from the bottom to top wall.
The same effect also holds at the front and back insulated walls.
The curvature of the isothermal surfaces decreases with the in-
crease in optical thickness as the medium absorbs more of the
radiative energy and less radiative flux reaches the wall. A quan-
titative analysis of the pattern is done below.

Figure 6 shows the variation in density inside the cavity for the
assumed ideal gas. The isoplanes of density follow the isotherms,
as the effect of difference in pressure are negligible as compared
with the effect of temperature variation.

The distributions of local convective and radiative Nusselt
numbers at the cold wall is shown in Fig. 7 for the transparent
medium �=0.0 as well as for the participative medium with �
=10.0. It is interesting to note that the radiative Nusselt number
for the transparent medium shows close to fourfold symmetry
while the convective Nusselt numbers of both cases and the radia-
tive Nusselt number of the �=10.0 case show twofold symmetry.
The former is influenced primarily by the temperatures and insu-
lated conditions at the four adjoining walls, while the latter are
influenced most strongly by the fluid temperature profile inside
the cube. A relatively high convective Nusselt number is seen,
which decreases from top to bottom. The radiative Nusselt num-
ber for the �=10.0 case decreases from top to bottom on the cold
plate for the participative medium. The convective Nusselt num-
ber increases marginally, whereas the radiative Nusselt number
decreases very significantly, with the increase in the optical thick-
ness of the medium.

The vertically line-averaged convective and radiative Nusselt
numbers along the z-direction at the cold wall is shown in Fig. 8.
The convective Nusselt number is seen to increase with increase
in the optical thickness of the medium up to �=10, but for �
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Fig. 6 Distribution of isosurfaces of density for „a… pure convection, „b… �=0.0 „transparent medium…, „c… �=1.0, and „d…
�=10.0
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=100 �not shown here� it was found to have decreased. A nearly
one-and-half-fold increase is seen in the convective Nusselt num-
ber from pure convection to a radiative transparent medium, but
hardly any increase in the convective Nusselt number is seen from
optical thickness from �=1.0 to �=10, However, the radiative
Nusselt number decreases consistently with increases in the opti-
cal length in the range studied.

The contours of the total Nusselt number at the cold wall are
shown in Fig. 9 for various values of optical thicknesses. The heat
transfer is highest at the top of the cold wall in the case of pure
convection, while the highest heat transfer is observed at the cen-
ter of the wall for the transparent medium, and the region of
highest heat transfer moves up the wall as optical thickness of the
medium increases, even while the maximum flux itself decreases.

A very high Nusselt number is observed for the radiative trans-
parent medium, which decreases with increasing optical thickness.

Figure 10 depicts the vertically line-averaged total Nusselt
number along in the z-direction at the cold wall. The total Nusselt
number decreases with increase in optical thickness. A many-fold
increase in the total Nusselt number is observed from the pure
convection to the transparent medium case, which is reduced to a
factor of around two at �=100.0. A slight increase in the total
Nusselt near the end-wall is seen, which diminishes with the op-
tical length.

The top, bottom, front, and back walls are insulated and have
no net heat transfer. It will be informative to know, however, the
individual convective and radiative heat flux at these walls. The
local convective and radiative Nusselt numbers and the vertical
line-averaged convective and radiative Nusselt numbers on the
bottom and top walls are shown in Figs. 11–14, respectively. The
figures indicate that the bottom wall is heated by radiation and
cooled by convection, whereas the reverse is true for the top wall.
The contours of the convective and radiative Nusselt numbers are
identical but opposite in sign, as the total Nusselt number is zero,
indicating the correct implementation of the adiabatic boundary
condition. The magnitude of these fluxes decreases with increas-
ing optical thickness. The convective as well as radiative Nusselt
numbers are close to zero over most of the top wall for optical
thickness �=10.0. All these suggest that, at that optical thickness,
the heat transfer by radiation becomes an essentially local phe-
nomenon.

3.3 Effect of Optical Properties on the Heat Transfer. The
effect of optical thickness, scattering albedo, and wall emissivity
on the plane average Nusselt number is shown in Tables 2–4,
respectively. The average total Nusselt numbers at the hot and
cold walls are equal �and opposite�, while it is zero at the insu-
lated walls. So the values are shown for only the cold wall. It is to
be noted that the emissivity of only the isothermal walls are var-
ied, while the adiabatic walls are kept black and that isotropic
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scattering is assumed. A drastic increase in the Nusselt number is
observed from the pure convection case to the radiative transpar-
ent medium. The average Nusselt number decreases with increase
in optical length as expected. A reduction of 83% in the total
average Nusselt number is seen from �=0–100 to �=100.0. How-
ever, hardly any change is found with increase in scattering al-
bedo, while the average Nusselt number increases with the in-
crease in wall emissivity.

3.4 Flow Characteristics. It is well established that the three-
dimensional flow in an enclosure is characterized by a large num-
ber of different eddies �29�—the principal eddy �PE�, downstream
secondary eddy �DSE�, upstream secondary eddy �USE�, upper
upstream eddy �UUE�, and end-wall vortices �EWV� to name a
few—at different locations and orientations in the cavity. Two
reasons are given for the creation of these eddies: The first
invokes the interactions of the rotating fluid with the stationary
end walls, whereby inertia forces induce the secondary flow; the

second, the temperature gradient normal to the vertical walls caus-
ing buoyancy-induced velocity variation in the flow.

The terminology used in describing the flow topology in the 3D
cavity follows that of Sheu and Tsai �30�. Figure 15 shows the
projection of streamlines on the yz-plane along with nondimen-
sionalized u �nondimensional scale is ���Gr /L�� velocity contours
at different X-locations for pure convection. The projection of
streamlines are symmetric about Z�=0.5, so only half the plane in
the z-direction is shown. As we observed, these planes have quite
different characteristics. The streamlines near to the wall �X�

=0.01� show no singular point and the viscous effect is prominent
and the value of u velocity is also quite small. Both the concavity
and convexity of the flow is displayed, in contrast to the concavity
of the flow at the plane X�=0.9 mentioned by Borjini et al. �13�.
The flow in this plane is basically one-dimensional, showing the
character of boundary layer flow. As we move further into the
core, the complexity of the flow increases. The plane X�=0.25 is
characterized by two �only one is shown� spiral inward rotating
end-wall vortices �foci� both near the end of the top wall and a
line of attachment and a node of separation. The streamlines origi-
nate from the line of attachment and converge to the node of
separation located near the top wall. The u velocity is quite strong.
The value of incoming velocity �positive velocity� is higher than
the outgoing velocity �negative velocity� through this plane. It is
interesting that the incoming hotter fluid occupies less area than
the outgoing colder fluid. Next, the plane X�=0.35 shows only
two �one is shown, the other is systematically located in the other
half plane� outward spiraling vortices at the bottom. The end-wall
vortices appear in the plane X�=0.25, do not stretch until this
plane, and remain local phenomenon near about this plane only.
The same is true for end-wall vortices in plane X�=0.35. Still the
hotter fluid moves with higher velocity than colder fluid and in-
ward and outward moving fluids in this plane cover almost the
same area. The middle plane X�=0.5 has only one singular point,
i.e., a node of separation. At this point the u velocity is also zero.
So, the center of cavity is the stagnation point. The area covered
by incoming and outgoing fluids is the same, but the hotter fluid
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moves with higher velocity. As we go further toward the cold
wall, the magnitude of both velocities �inward and outward� be-
comes equal, but the area covered by the incoming fluid increases.
In the plane near the cold wall, i.e., X�=0.75, a line of separation
and a node of attachment is seen, mirroring its counterpart plane

near to hot wall, i.e., X�=0.25, but this plane does not have any
focal singular point.

The streamline projection of constant Z-planes are shown in
Figs. 16 at Z�=0.065, Z�=0.5, and Z�=0.99. The near wall plane
Z�=0.99 shows two spiral points of detachment and are joined by
a line of detachment. The focal point near the cold wall moves
down and the focal point near the hot wall moves up as we move
away from the wall. The line of detachment disappears �Z�

=0.065� and the focal points become clockwise moving vortices.
The w velocity is negative at the corners of the cavity and velocity
but very small �almost zero� on the rest of the plane Z�=0.065.
The middle plane Z�=0.5 has zero w velocity due to symmetry.

The plane Y�=0.5 �see Fig. 17� for the transparent medium also
has distinct features compared with pure convection. This plane
only has two spiral points of detachment symmetrically placed
about the middle of the z-axis near the cold wall. The ascending
hot fluid covers almost 80% of the area near the bottom and ac-
celerates until middle of the height and then decelerates. The fluid
not only near the hot wall but also at the front and back walls
rises. Near the bottom, the rising fluid covers the whole length of
the front and back walls.

The biggest change in the streamline structures is seen in the
Z-plane �see Fig. 18�. The plane near the wall �Z�=0.99� shows a
spiral node of detachment located near the cold wall, which be-
comes a spiral node of attachment, still located near the cold wall
in the plane Z�=0.15, and remains a spiral node of attachment in
the plane Z�=0.5 but is relocated near the hot wall of the cavity.
Unlike the pure convection case, the w velocity is negative at the
bottom corner at the hot wall and the upper corner of the top wall
in the plane Z�=0.15. The w velocity is again zero in the middle
plane due to symmetry.

The plane Z�=0.99 near the wall shows a spiral point of de-
tachment located approximately at the middle of the plane, chang-
ing to a spiral point of attachment at the plane Z�=0.5 centered at
nearly the same location as at plane Z�=0.15 �see Fig. 19�. The
corner of the cavity is occupied by negative w velocity fluid and
contours of the positive w velocity are almost circular around the
center of the plane Z�=0.15. The positive w velocity fluid accel-
erates from the wall to one-fourth of the z length, then decelerates
and becomes zero at the middle of the cavity.

It may be noted that there is no substantial increase in the u and
v velocities due to the inclusion of radiation for optical thickness
��10, but substantial increases are seen in w velocity.

4 Concluding Remarks
The combined radiation and natural convection in a three-

dimensional cubical cavity differentially heated at two vertical
opposite walls is studied numerically for constant �except density�
thermophysical properties by solving the continuity, Navier–
Stokes, radiation transfer, and temperature equations by a finite
volume method for Ra=105, Pr=0.71, Th /Tc=2, Tc=500 K, and
optical thicknesses �=0–100. A non-Boussinesq variable density
formulation is used to model buoyancy. The heat transfer and flow
characteristics are examined at the different planes. The following
conclusions are drawn from the study:

Table 2 Variation in the average total Nusselt number with op-
tical length

Nut
��=0.0, �w=1.0�

Pure convection 5.84
�=0 83.25
�=0.5 71.28
�=1.0 62.56
�=10.0 26.35
�=100.0 14.08

Table 3 Variation in the average total Nusselt number with
scattering albedo

�
Nut

��=1.0, �w=1.0�

0 62.56
0.5 62.80
1.0 62.73

Table 4 Variation in the average total Nusselt number with
wall emissivity of the isothermal walls „emissivity of the insu-
lated walls is 1.0…

�w

Nut
��=1.0, �=0.0�

0 11.19
0.5 37.88
1.0 62.56
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1. The temperature contours are quasitwo-dimensional for the
pure convection case; however complex three-dimensional
isotherm structures predominate when heat transfer by radia-
tion is also considered for a radiatively transparent medium
��=0�.

2. Isosurface plots of temperature reveal that with further in-
crease in optical thickness of the medium, a quasitwo-
dimensional temperature field is recovered. However, w ve-
locity increases tremendously. This means the temperature

field is two-dimensional but the velocity field is three-
dimensional.

3. The heat transfer is dominated by the radiation, which is
highest for the radiatively transparent medium, decreasing
progressively for higher optical thicknesses.

4. The radiative as well as total Nusselt number on all walls
decrease with the optical thickness, while the convective
Nusselt number increases then decreases with optical thick-
ness. At very high � ��100� the pure convection limit is
again approached by the overall Nusselt number, but the
velocity field is substantially different.

5. The scattering albedo has hardly any effect on the overall
heat transfer, whereas heat transfer increases significantly
with the wall emissivity of the isothermal walls.

6. The flow field is very complex even for the pure convection
problem. However, as the radiation is included, the flow be-
comes more organized and smooth with increasing optical
thickness.

Nomenclature
a0 � asymmetric factor
k � thermal conductivity
n̂ � unit normal vector
p � pressure
s � directional vector
q � heat flux
t � time

ui � velocity
xi � Cartesian coordinates �x1=x , x2=y , x3=z�

Cp � specific energy
Df

m � directional weight
G � irradiation
L � length
I � radiative intensity

N � conduction-radiation parameter �k� /�Tc
3�

Nu � Nusselt number ��qCw+qRw�L /k�Th−Tc��
Ra � Rayleigh number �g�TL3�TH−Tref� /���
Gr � Grashof number �g�TL3�TH−Tref� /�2�
T � temperature

T� � T /Tc
u � �u1L /��Gr�
v � �u2L /��Gr�
V � volume

Greek Symbols
� � density
� � kinematic viscosity
i � direction cosines
� � weight ratio
� � extinction coefficient

 � absorption coefficient

�s � scattering coefficient
� ,� � polar and azimuthal angles, respectively

� � emissivity
� � phase function
� � solid angle
� � optical thickness

Subscripts
b � black body
f � face center
t � total

w � wall
L � length
R � radiation
C � convection
P � cell center
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Fig. 19 Projection of streamlines and contours of nondimen-
sionalized normal velocity on the Z-plane for the radiative me-
dium of optical thickness �=10.0 for Ra=105 and Pr=0.71
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E ,W ,N , . . . � east, west, north…

Superscripts
� � nondimensional form
m � direction indices
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An Extension of the Large-Cell
Radiation Model for the Case of
Semitransparent Nonisothermal
Particles
The recently developed model for thermal radiation in multiphase flows typical of melt-
coolant interactions is generalized to account for transient temperature profile in large
semitransparent particles of solidifying melt. A modification of the large-cell radiation
model (LCRM) is based on the approximate solution for coupled radiation and conduc-
tion in optically thick spherical particles of a refractive material. The simplicity of the
suggested approximation enables one to implement the modified model in a multiphase
computational fluid dynamics code. The LCRM extension makes possible the use of this
approach not only for the core melt in nuclear fuel-coolant interactions but also for other
melt substances, which are widely used in the laboratory experiments. The numerical
data demonstrate an effect of absorption coefficient of the particle substance on the rate
of particle cooling and solidification. �DOI: 10.1115/1.4000181�

Keywords: thermal radiation, multiphase flow, melt-coolant interaction, combined heat
transfer, semitransparent particle, solidification

1 Introduction
The present state of the art in modeling of thermal radiation

transfer in disperse systems is characterized by numerous methods
ranging from simple approaches based on diffusionlike models to
detailed mathematical procedures for a discrete or continuous de-
scription of the process. One can find a comprehensive analysis of
these models in the book by Modest �1�. The detailed mathematics
for radiative transfer is usually too complicated to be employed in
engineering solutions. Fortunately, some specific simplifications
appear to be very effective in solving the radiation heat transfer
problems in a host medium containing numerous particles,
bubbles, or fibers �2�. As an example, one can remember also the
problem of thermal radiation in combustion considered in the re-
cent book by Viskanta �3�.

One can expect that a set of engineering models elaborated for
various applied problems is complete, and it is sufficient to choose
simply one of the known approaches to solve one or another heat
transfer problem. But there are some examples that demonstrate
that engineers should be ready to develop a modified or new ap-
proach adopted to specific physical conditions of the real problem.

In the present paper, we consider a model for thermal radiation
in the so-called fuel-coolant interaction �FCI�, which takes place
in hypothetical severe accident of light-water nuclear reactors.
This process is usually treated as a penetration of the core melt of
temperature about 3000 K into the water pool. The melt jets are
first fragmented to numerous droplets by a hydrodynamic interac-
tion with ambient water. After this premixing stage, the thermal
interaction of melt droplets with water is considered as a major
process. The physical picture of this interaction is very complex,
and its analysis is beyond the scope of the paper. In all cases, the
role of thermal radiation coming from droplets of high tempera-
ture melt �usually close to the eutectic composition: 70%UO2
+30%ZrO2� is of great importance. It was first discussed about 10
years ago by Dinh et al. �4�, Fletcher �5�, and Dombrovsky �6,7�.

After a more recent analysis, there is no doubt in the predominant
role of thermal radiation at least at the initial stage of the melt-
coolant interaction �8,9�.

To suggest an adequate model of radiation heat transfer in water
containing hot corium particles and steam bubbles, one should
take into account the specific optical properties of water in the
visible and near-infrared spectral ranges. It is well-known that
water is semitransparent in the short-wave range of ����

�1.2 �m and practically opaque at ���� �10�. In the range of
water semitransparency, there is a radiative transfer between co-
rium particles, and one can use the traditional radiative transfer
theory to calculate the volume distribution of the radiation power.
In the opacity range, the radiative transfer problem degenerates
because of strong absorption at distances comparable with both
particle sizes and distances between the particles. One can assume
that radiation emitted by corium particles in this spectral range is
totally absorbed in ambient water.

The complete spectral solution to the radiation heat transfer
problem in a multiphase flow typical of fuel-coolant interaction is
too complicated even in the case when the P1 approximation is
employed. The main computational difficulty is related to the
wide range of optical thicknesses of the medium at different
wavelengths. One should consider not only the visible radiation
when the optical thickness of the medium is determined by nu-
merous particles but also a part of the infrared range characterized
by the large absorption coefficient of water.

An appropriate radiation model for the problem discussed
should be adequate to the present-day multiphase flow modeling
with the usual size of computational cells about several centime-
ters and constant characteristics of the medium in single cells. The
presence of numerous particles and bubbles in the host medium
increases considerably the optical thickness of these cells even in
the spectral range of water semitransparency. It makes reasonable
an assumption of negligible radiation heat transfer between the
cells. The latter is a basis of the large-cell radiation model
�LCRM� �11�.

In the original version of LCRM, only the case of totally
opaque particles was considered. Most likely, it is a good ap-
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proach for the corium particles of real size from 1 mm to 5 mm in
diameter �12�. This version of the LCRM has been already imple-
mented in the code VAPEX-P for multiphase flow calculations in
FCIs �9�. A comparison with the calculations using the P1 ap-
proximation indicated that LCRM is sufficiently accurate for the
realistic range of the problem parameters. At the same time, the
assumption of opacity of the molten and solid particles of arbi-
trary size is expected to be incorrect for other melts, which are
used in some laboratory studies of FCIs. Moreover, the limited
experimental data for uranium dioxide in the near-infrared do not
exclude that thin layers of liquid or solid corium of thickness
about 50–100 �m are semitransparent, and the thermal radiation
has a contribution to heat transfer in solidifying corium particles.
Therefore, one should consider a modification of the LCRM to
take into account the semitransparency of radiating particles. It is
an objective of the present paper.

It can be done on the basis of the known studies on thermal
radiation from single semitransparent particles �8,13–15�. The
problem is not simple because one should take into account sev-
eral factors, which affect thermal radiation from the particle. Note
that the semitransparency of an isothermal particle decreases the
particle emissivity. In the case of a semitransparent particle with a
relatively high internal temperature, one can expect that the ther-
mal radiation flux is greater than the value determined on the basis
of the hypothesis of surface emission of the radiation. The latter
effect appears to be more pronounced due to the predominant role
of the central core of relative radius r�=a /n� �a is the particle
radius and n� is the spectral index of refraction� in thermal radia-
tion of refractive particles �13� �see also Refs. �16–18��.

There are several alternative ways for modeling of thermal ra-
diation from nonisothermal semitransparent particles. In the case
of particles, which are large in comparison with the radiation
wavelength, there is no need in the rigorous Mie theory to take
into account the wave effects �19,20�. It was shown in papers
�13,18� that one can use the geometrical optics approximation and
the radiative transfer equation when the diffraction parameter, x
=2�a /�, is greater than 20. Following Refs. �8,13–15�, we use an
additional simplification of the mathematical formulation of the
problem. It is based on a differential approximation called the
MDP0 �the modified DP0, see Refs. �18,21� for the details�. This
approach appears to be fairly accurate in the engineering calcula-
tions.

2 The General Concept of the Large-Cell Radiation
Model

In this section, the main attention will be paid to the conven-
tional wavelength range of �1�����, where water can be
treated as a semitransparent host medium. It is assumed that water
contains polydisperse corium particles and steam bubbles. For
simplicity, we do not consider the so-called “steam cells” with
steam as a host medium and suspended corium particles and water
droplets. This specific case is not so important for FCIs. It was
discussed in the recent paper by Dombrovsky et al. �9�.

It is well-known that the integration of the radiative transfer
equation �RTE� over all values of the solid angle yields the fol-
lowing important equation of spectral energy balance �1�:

�q� = p��r� − ���r�I�
0�r� �1�

where q� is the spectral radiative flux, �� is the spectral absorp-
tion coefficient, I�

0 is the quantity proportional to the local radia-
tion energy density I�

0 /c0

q��r� =�
�4��

I��r,Ω�ΩdΩ, I�
0�r� =�

�4��

I��r,Ω�dΩ �2�

where I��r ,Ω� is the spectral radiation intensity at point r in
direction Ω, and c0 is the velocity of light. For brevity, the name
“spectral radiation energy density” is often used for the quantity

I�
0. The function p��r� in Eq. �1� is the spectral radiation power

generated in a unit volume of the medium in the vicinity of the
point r. In the simplest case of the so-called one-temperature me-
dium, the function p� is directly proportional to the Planck func-
tion

p��r� = 4�nw,�
2 ���r�B��T�r�� �3�

But it is not the case for the problem under consideration because
we consider a multicomponent medium characterized by different
temperatures of water and particles of different size in every small
volume of the medium.

As it was mentioned in the Introduction, the LCRM is applied
to single computational cells with constant physical parameters,
and it is assumed that there is no radiative transfer between the
neighboring cells. It does not mean that one should consider ra-
diative transfer inside the cell. It is sufficient to find the radiation
power emitted and/or absorbed by each component of the multi-
phase medium. The resulting sources or sinks of heat are then
taken into consideration in the energy equations for hot polydis-
perse particles and cold water. In the range of water semitranspar-
ency, the local radiative balance in every cell yields the following
relation for radiation energy density instead of Eq. �1�:

I�
0 = p�/�� �4�

It means that the divergence of the spectral radiation flux is as-
sumed to be zero in the cell. In the case of a one-temperature
medium, Eq. �4� is equivalent to the equilibrium condition of I�

0

=B��T�. But the problem considered is not so simple due to the
presence of several components of different temperatures in every
small volume of the medium. It means that the absorption coeffi-
cient and the emitted radiation power can be expressed as follows:

�� = �1 − fv
s���,w + �

i

��,i, p� = �
i

p�,i �5�

where ��,w is the spectral absorption coefficient of water, fv,s is
the volume fraction of steam bubbles �the void fraction�, ��,i is
the spectral absorption coefficient of the ith size fraction of hot
particles, and p�,i is the spectral radiation power emitted by the
particles of this fraction. In the original version of the LCRM, it
was assumed that every size fraction of polydisperse particles has
a definite temperature Ti, which can be treated as a surface tem-
perature of opaque particles. In this case, one can write

p�,i = 4�nw,�
2 ��,iB��Ti� �6�

and the resulting radiation energy density is

I�
0 =

4�nw,�
2

��
�

i

��,iB��Ti� �7�

For homogeneous spherical particles of radius ai, the spectral ab-
sorption coefficient is expressed as follows �2�:

��,i = 0.75
fv,i

ai
Qa,i �8�

where Qa,i is the absorption efficiency factor, and f�,i is the vol-
ume fraction of particles having radius ai.

The resulting radiation power for every component of the mul-
tiphase medium in the range of water semitransparency is as fol-
lows:

Pw
�1� = − �

i=1

N

Pi
�1�, Pi

�1� =�
�1

��

��,i�4�nw,�
2 B��Ti� − I�

0�d� �9�

In the range of water opacity, �*����2, we have
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Pw
�2� = − �

i=1

N

Pi
�2�, Pi

�2� = 4��
�1

��

��,inw,�
2 B��Ti�d� �10�

The positive value of Pi corresponds to the case when the power
emitted by the ith component of the medium is greater than the
radiation power absorbed by this component. It goes without say-
ing that the integral radiation power over the spectrum is given by

Pw = Pw
�1� + Pw

�2�, Pi = Pi
�1� + Pi

�2�, i = 1, . . . ,N �11�
It is important that the radiation power absorbed in water is less
than the total thermal radiation emitted by all corium particles:

− Pw � Pc, Pc = 4��
i
�

�1

�2

��,inw,�
2 B��Ti�d� �12�

It is a result of the radiative transfer between the corium particles
of different temperatures in the range of water semitransparency.

It is clear that the LCRM has some physical advantages when
compared with the opaque medium model �OMM� �9�. First of all,
the heat transfer by radiation between the particles of different
temperatures is taken into account. It is also important that one
can separate the radiation power absorbed in the water volume
from the power absorbed just on steam-water interface near the
hot particle.

In this paper, we consider a general case when thermal radiation
from a single nonisothermal particle of radius ai is characterized
by spectral radiation flux q�,i

�p� �per unit surface of the particle�, and
there is no simple analytical relation between q�,i

�p� and temperature
profile in the particle. In this case, one should use the following
equations instead of Eqs. �6�–�10� and �12�:

p�,i = 0.75
fv,i

ai
q�,i

�p�, I�
0 =

1

��
�

i

p�,i, Pc = �
i
�

�1

�2

p�,id�

�13�

Pw
�1� = − �

i

Pi
�1�, Pi

�1� =�
�1

��

�p�,i − ��,iI�
0�d� ,

Pw
�2� = − �

i

Pi
�2�, Pi

�2� =�
�1

��

p�,id� �14�

One can see that the major problem in the application of the
LCRM to semitransparent particles is the determination of spec-
tral radiation flux from single nonisothermal particles. This radia-
tion flux can be found on the basis of a separate combined heat
transfer problem for a spherical particle. It is sufficient to assume
that a contribution of the external radiation to the temperature
field formation in the particle. This assumption is based on the
computational results for the radiation heat transfer between the
corium particles �9�.

3 Combined Heat Transfer by Thermal Radiation and
Conduction in Optically Thick Solidifying Particles

The transient thermal state of a solidifying semitransparent par-
ticle can be determined by solving a combined radiative-
conductive heat transfer problem in the particle. Strictly speaking,
the general problem statement should take into account a complex
behavior of the solidifying melt. Even in the case of a pure sub-
stance or eutectic chemical composition of the melt, the internal
radiative cooling of a semitransparent particle may lead to the
existence of a two-phase zone or “mushy zone” in the particle.
This effect was originally discussed by Chan et al. �22� �see also
the book by Modest �1��. The other physical cause of the mushy
zone formation is a noneutectic composition of the melt when the
temperatures of liquidus and solidus corresponding to the begin-
ning and completion of equilibrium solidification do not coincide

with each other. One can expect that the radiative transfer in a
solidifying particle is complicated by the radiation scattering by
small solid particles in the mushy zone �23,24�. An analysis of the
possible formation of the mushy zone and its effect on the process
are not a specific subject of this paper. Therefore, we consider the
case of optically thick particles and small temperature difference
between the liquidus and solidus �25�. It is assumed that these
conditions enable us to neglect specific radiation effects in a nar-
row mushy zone.

The one-dimensional mathematical formulation of the problem
for a single semitransparent spherical particle is based on the fol-
lowing transient energy equation accompanied by the boundary
and initial conditions �8�:

��c + Lf�T��
�T

�t
=

1

r2

�

�r
�r2k

�T

�r
	 − W�t,r� �15�

t = 0, T = Tliq �16�

r = 0,
�T

�r
= 0, r = a, − k

�T

�r
= h�T − Te� �17�

where

f�T� =
��T − Tsol� − ��T − Tliq�

Tliq − Tsol
�18�

and � is the Heaviside unit step function. The last term in Eq.
�15� is a volumetric heat loss rate due to the thermal radiation.

As was mentioned above, the problem of thermal radiation
emitted by a semitransparent spherical particle can be formulated
on the basis of the MDP0 approximation. The corresponding
boundary-value problem is as follows �13,21�:

−
1

r2

d

dr
�r2D�

dIp,�
0

dr
	 + �p,��1 − ���Ip,�

0 = 4�p,��1 − ���n�
2�B��T�

�19�

r = 0,
dIp,�

0

dr
= 0, r = a, − D�

dIp,�
0

dr
=

Ip,�
0

n��n�
2 + 1�

�20�

where the variable radiation diffusion coefficient is

D� =
1 + ��

4�p,�
�1 − ��

2�, �� =
1 −
r�

2

r2��r − r�� �21�

The spectral radiation flux from the particle and the spectral ra-
diation power inside the particle are calculated as follows:

q�
�p� =

Ip,�
0 �a�

n��n�
2 + 1�

, w��r� = �p,��1 − ����4�n�
2B��T� − Ip,�

0 �r��

�22�

The subscript p is used in Eqs. �19�–�22� to remember that the
marked quantities are referred to a single particle and its material.
The independent variable t is omitted in these equations because it
can be considered as a parameter in the steady-state radiative
transfer formulation. The integral radiation flux from the particle
and the volumetric heat loss rate due to thermal radiation are
expressed as

Q�p� =�
�1

�2

q�
�p�d� , W =�

�1

�2

w��r�d� �23�

The data for optical properties of metal oxides near the melting
temperature are very limited. Molten alumina is used in some
experiments as a simulant material instead of corium �26�. The
analysis of experimental data for infrared radiative properties of
alumina showed that this material can be considered as a gray
substance near the melting point �8�. Note that alumina is one of
the most transparent materials used instead of the real corium in
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model experiments. There is no data for near-infrared properties
of the oxide composition Bi2O3–WO3, and some others used in
laboratory experiments by Kudinov et al. �27�. It is natural to
employ the gray model for these compositions too. To the best of
the author’s knowledge, there is no data for infrared properties of
corium, i.e., binary composition of uranium dioxide and zirco-
nium dioxide. Experimental data by Bober et al. �28,29� for pure
UO2 were obtained in the visible range 0.45	�	0.75 �m,
where this substance is opaque. The value of index of absorption

�=0.8 corresponds to the absorption coefficient �p,�=4�
� /�
�107 m−1, which is four orders of magnitude greater than the
absorption coefficient of alumina. It is known that the absorption
coefficient of uranium dioxide strongly decreases by transfer from
the visible to the near-infrared spectral range �30,31�. But this
coefficient remains much greater than that for alumina. Anderson
�30� recommended using the Rosseland average value �p=5
�103 m−1 for UO2 melt. It may be the minimal estimate for the
absorption coefficient of UO2. The recent study of the spectral
absorption of UO2 in the temperature range from room tempera-
ture up to 1173 K by Ruello et al. �31� confirms the high absorp-
tion in the visible and near-infrared spectral ranges. It was also
shown that the boundary of the strong optical absorption band
moves to the infrared range when the sample is heated.

Having in mind the above information on optical properties of
uranium dioxide, we employ the gray model and consider only the
case of highly absorbing material of solidifying melt droplets with
the absorption coefficient �p�104 m−1. The values of other
physical parameters of corium used in calculations are given in
Table 1 �see Refs. �32–34� for more details�. The values of Tsol
and Tliq from Table 1 correspond to 20% of ZrO2 in the corium
�25�. In the gray approximation, Eqs. �19�–�23� can be written as
follows:

−
1

r2

d

dr
�r2D

dIp
0

dr
	 + �p�1 − ���Ip

0 = 4�p�1 − ���n2T4,

D =
1 + ��

4�p
�1 − ��

2� �24�

r = 0,
dIp

0

dr
= 0, r = a, − D

dIp
0

dr
=

Ip
0

n�n2 + 1�
�25�

Q�p� =
Ip
0�a�

n�n2 + 1�
, W�r� = �p�1 − ����4n2T4 − Ip

0�r�� �26�

Note that the solution for problems �24�–�26� is insufficient even
in the case of a gray particle substance because �according to the
LCRM� we should determine the spectral radiation flux q�

�1� in the
range of water semitransparency.

The combined heat transfer problem formulated by Eqs.
�15�–�18� and �24�–�26� is a typical problem of the radiative-
conductive interaction. Problems of this kind have been investi-
gated in some details starting from the classic study by Viskanta
and Grosh �35�. The comprehensive review of combined
conduction-radiation heat transfer investigations in the period be-
fore 1998 has been given by Siegel �36,37�. Information on more

recent studies can be found in the book by Modest �1�. In our
case, the interaction of the two modes of heat transfer is deter-
mined by three additional dimensionless parameters: the index of
refraction n, the optical thickness of the particle �p=�pa, and the
conduction-to-radiation parameter

N =
k

4T�
3/�p

�27�

which characterizes the relative part of conductive and radiative
heat transfer in an optically dense medium when N�1. In further
calculations, we use the value of Tliq as a characteristic tempera-
ture T� in Eq. �27�. It is known that the problem degenerates in the
limit of highly absorbing medium when the effect of radiation on
temperature field can be estimated by introducing the effective
total conductivity

kt = k + krad, krad =
16

3

T3

�p
�28�

where T is the current local temperature. Equation �28� can be
written in the form

kt = k�1 +
4

3N
� T

Tliq
	3 �29�

In our case, parameter N is equal to 5.77 even at �p=104 m−1. It
means that the effect of thermal radiation on the temperature pro-
file is expected to be like the effect of a small increase in thermal
conductivity. As for effect of the semitransparency on radiation
flux from optically thick particle, it is characterized by the differ-
ence between the surface temperature Ts and the temperature T�
�Ts at distance from the surface �=a · ��� /�p�, where ���1. In
the case of predominant radiative cooling, the relative increase in
radiation flux is estimated as follows:

�Q�p�

Q�p� �
1

2N
�30�

Let us consider some numerical results obtained at parameters
from Table 1 and convective heat transfer coefficient h
=300 W m−2 K−1. This average value of heat transfer coefficient
for the conditions of film boiling on the particle surface has been
used in the calculations of Dombrovsky and co-worker �8,38,39�.
Note that this was recently confirmed by the numerical simulation
of film boiling on a sphere by Yuan et al. �40�. The temperature
profiles shown in Fig. 1 indicate a considerable effect of the par-
ticle semitransparency, especially in the central region of the par-
ticle. This effect should be taken into account even in the case of
absorption coefficient �p=4�104 m−1. It is explained by specific
temperature profiles characterized by a significant temperature
difference in a solid crust on the particle surface. This surface
layer is not optically thick at the initial stage of solidification. As
a result, the time of particle solidification depends on the absorp-
tion coefficient of the particle material even in the case of opti-
cally thick particle: the variation in absorption coefficient from
�p=8�104 m−1 to 104 m−1 leads to about a 20% decrease in the
solidification time �see Fig. 2�. Note that the conventional position
of solidification front r̄ f =rf /a shown in Fig. 2 is treated as a
current position of the isotherm Tf = �Tsol+Tliq� /2. The calculated
values of the time of solidification, tsol, are in a good agreement
with the theoretical predictions based on Eq. �29� for the effective
thermal conductivity

tsol =
tsol
0

1 + 4/�3N�
�31�

where tsol
0 is the solidification time for the totally opaque particle.

The integral radiation flux from the particle is not so sensitive
to the variation in absorption coefficient �see Fig. 3�, and one can
neglect the effect of semitransparency at �p�2�104 m−1. This
result is also predicted by approximate Eq. �30�.

Table 1 Physical parameters used in the calculations

�, kg /m3 8000
c, kJ /kg K 0.6
k, W /m K 3
L, kJ/kg 400
Tliq, K 2840
Tsol, K 2820
�c 0.85
n 2.3
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4 Approximate Solution for Cooling and Solidification
of Single Particles

The computational model for the transient thermal state of so-
lidifying corium particles and time variation of the integral radia-
tion flux from single particles should be radically simplified to be
implemented into the multiphase computational fluid dynamics
�CFD� codes for FCI calculations. For the limiting case of totally
opaque particles, it was done by Dombrovsky and co-workers
�8,9� on the basis of the linear approximation of temperature pro-
file in solid crust layer

T�r,t� = Tliq − �Tliq − Ts�t��
r − rf

a − rf
��r − rf�, t 	 tcs �32�

and the parabolic temperature profile in the particle just after so-
lidification �41�

T�r,t� = Tc�t� − �Tc�t� − Ts�t���r/a�2, t � tcs �33�
The same idea can be used to derive ordinary differential equa-
tions for functions Ts�t� and rf�t� in the case of optically thick
particles at a finite value of the absorption coefficient �p
�104 m−1. Two additional assumptions are made to derive the
modified equations: �1� the effect of radiation on temperature pro-
file in the particle can be described by the constant effective ther-
mal conductivity

kt = k�1 +
4

3N
	, N =

k�p

4Tliq
3 �34�

and �2� the integral radiation flux from the particle can be esti-
mated as

Q�p� = �̃c�Ts
4 − Te

4�, �̃c = �c�1 + 0.5/N� �35�

where �c is the hemispherical emissivity of bulk corium. After the
transformations similar to those of Dombrovsky and Dinh �8�, we

Fig. 1 Transient temperature profiles in solidifying particles of
radius a=1 mm „a… and 3 mm „b… at various absorption coeffi-
cients of the particle substance: 1—�=104 m−1, 2—2
Ã104 m−1, 3—4Ã104 m−1, and 4—8Ã104 m−1

Fig. 2 The relative position of solidification front in particles
of radius a=1 mm „a… and 3 mm „b… at various absorption co-
efficients of the particle substance: 1—�=104 m−1, 2—2
Ã104 m−1, 3—4Ã104 m−1, and 4—8Ã104 m−1

Fig. 3 Time variation of integral radiation flux from solidifying
particles of radius a=1 mm „a… and 3 mm „b… at various absorp-
tion coefficients of the particle substance: 1—�=104 m−1,
2—2Ã104 m−1, 3—4Ã104 m−1, and 4—8Ã104 m−1
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obtain the Cauchy problem for coupled ordinary differential equa-
tions

��Tliq − Ts�
1 + 2r̄ f + 3r̄ f

2

4
+ 3Lr̄f

2/cdr̄f

dt
+

3 − r̄ f − r̄ f
2 − r̄ f

3

4

dTs

dt

= −
3qt

�ca
�36a�

dTs

dt
=

qt

kt/a + ht�1 − r̄ f�
dr̄f

dt
, qt = h�Ts − Te� + Q�p�,

ht = h + 4�̃cTs
3 �36b�

r̄ f�0� = 1, Ts�0� = Tliq �36c�

Note that we use here a simplified term for thermal radiation on
the particle surface. The complete formulation taking into account
a contribution of other particles from the same computational cell
�according to the LCRM� can be found in Ref. �9�. Equation �36�
should be used before the complete solidification of the particle,
i.e., from t=0 to t= tcs, which is defined by equation r̄ f�tcs�=0.
After solidification, one can consider the simple problem

dTs

dt
= −

3

�ca

qt

1 + 0.2�a/kt�ht
�37�

At initial time moment, one can assume Ts to be equal to Ts�tcs�
taken from the solution of problem �36�. Note that there is no
rigorous matching condition at t= tcs because it is impossible to
satisfy all the physical conditions in this approximation: the con-
servation of energy and the absence of jumps in heat flux and
surface temperature. Fortunately, it is not so important because the
temperature difference in solid particle is much less than that dur-
ing the particle solidification.

Equations �36� and �37� are similar to those for the opaque
particle. The only difference is in coefficients kt and �̃c instead of
k and �c. It makes the extension of the previously developed
model very simple, and there is no need in additional computa-
tional resources to use the modified approximation in the multi-
phase code VAPEX-P �9� or in other CFD codes of the same level.
As was discussed above, the corrected approximation is appli-
cable to optically thick particles. But it is not a limiting condition
for the millimeter-size corium particles and, most likely, for the
particles of stimulant oxide compositions.

Some results of the calculations using the approximate model
�36� are presented in Fig. 4. A comparison with the exact numeri-
cal solution indicates that the effect of the particle semitranspar-
ency is well described by this approximate model.

The approximate differential model �36� has two advantages
over the simplest model of isothermal particles. The first obvious
advantage is that calculations of heat transfer between corium and
water are more accurate; however, it is also important that we
obtain quantitative information on the solidification dynamics of
solidification of corium particles. The crust layer on the surface of
solidifying particles should be taken into account in the estimates
of possible further fragmentation of the melt particles. The latter is
especially important for predicting the melt explosivity at specific
conditions of FCI. Obviously, the break-up models cannot be
based only on the value of volume averaged temperature of the
particle. A role of the crust layer in the stability of solidifying
corium droplets by action of pressure drop in a steam blanket and
then due to the tensile thermal stresses in the growing crust layer
has been analyzed recently by Dombrovsky �38,42�. These papers
were concerned with the totally opaque corium particles when the
simplified version of problem �36� for the limiting case of N
→� can be employed. It goes without saying that the results
reported in Refs. �38,42� can be easily generalized for the case of
optically thick but not totally opaque particles.

5 Conclusions
The recently developed large-cell radiation model for thermal

radiation in multiphase flows typical for melt-coolant interactions
is generalized to account for transient temperature profile in large
semitransparent particles of solidifying melt. The LCRM predicts
the radiation heat transfer between corium particles of different
temperatures and gives an estimate of the radiation power ab-
sorbed in water far from the steam/water interface. The latter is
important to determine the radiation power, which does not di-
rectly contribute to steam production.

The proposed modification of LCRM is based on approximate
solution for coupled radiative and conductive heat transfer in op-
tically thick spherical particles of a refractive material during the
solidification of these particles in water pool. The model includes
the determination of the transient position of the solidification
front in single particles. The predicted thickness of the solid crust
on the particle surface can be used to improve the current models
for corium particle fragmentation at the final stage of the FCI
premixing process.

The simplicity of the suggested approximation enables one to
implement the modified model in a multiphase CFD code. The
LCRM extension makes possible the use of this approach not only
for core melt in nuclear fuel-coolant interactions but also for other
melt substances, which are widely used in the laboratory experi-
ments. The numerical data demonstrate an effect of the absorption
coefficient of the particle substance on the rate of particle cooling
and solidification.

Fig. 4 The relative position of solidification front and the inte-
gral radiation flux for particles of radius a=1 mm „1… and 3 mm
„2… at various absorption coefficient of the particle substance:
I—�\� „opaque substance…, II, and III—�=104 m−1

„II—
calculations by using the approximate model „36…, III—exact
numerical solution…
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Nomenclature
a � particle radius

B� � Planck’s function
c � heat capacity

c0 � velocity of light
D � radiation diffusion coefficient
f � function introduced by Eq. �18�

fv � volume fraction
h � heat transfer coefficient
I0 � radiation energy density
k � thermal conductivity
L � latent heat of melting
n � index of refraction
N � conduction-to-radiation parameter

p�, P � radiation power in multiphase medium
q�, Q � radiative flux

Qa � efficiency factor of absorption
r � radial coordinate
t � current time

T � temperature
w�, W � radiation power in the particle

x � diffraction parameter

Greek Symbols
� � absorption coefficient
� � thickness of the radiating layer

 � index of absorption
� � radiation wavelength

�� � coefficient determined by Eq. �21�
� � hemispherical emissivity
� � density
 � Stefan–Boltzmann constant
� � optical thickness

Subscripts and Superscripts
c � corium

cs � complete solidification
e � external
f � front of solidification
i � particle fraction number

liq � liquidus
p � particle

rad � radiative
s � surface, steam

sal � solidus, solidification
t � total

w � water
� � spectral

�1� � semitransparency range
�2� � opacity range

� � characteristic value
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Effect on Radiant Heat Transfer at
the Surface of a Pool Fire
Interacting With a Water Mist
It is well established that the use of water mist can be an attractive alternative to gaseous
suppression agents to extinguish fires for specific scenarios. Among the main mecha-
nisms, which act together to extinguish fires when using a water mist: heat extraction,
oxygen displacement, and radiant heat attenuation, the last one has received the less
attention, especially regarding the energy balance at the fuel surface and, therefore, the
rate of generation of flammable vapors. The objective of this work is to analyze, on the
one hand, the perturbing influence of a mist addition as an opposed flow to a small-scale
liquid (heptane) pool fire structure, especially at its base, the more interesting zone
regarding the mechanisms of flame stabilization and extinction and, on the other hand,
the effect on the surface radiant heat feedback. Experiments conducted give an order of
magnitude estimate in essential agreement with a radiation computation, based on the
mappings, previously obtained, of the two major parameters: temperature and extinction
coefficient, that determine the thermal radiation of the flame. The important information
is the confirmation that radiation attenuation cannot be identified as a predominant
mechanism of extinguishment. �DOI: 10.1115/1.4000185�

Keywords: pool fire, fire suppression, water mist, radiation

1 Introduction
Since the withdrawal of halon for environmental reasons, the

use of water mist is widely considered to be an efficient alterna-
tive to extinguish or limit the spread of fires.

The dominant extinguishing actions of water mist are those of
water, heat extraction, and oxygen displacement, but the very fine
droplet size �typically less than 400 �m� provides a considerable
benefit in evaporation and heat absorption rapidity. As a corollary
to this increasing efficiency, fine droplets may be used without
causing serious collateral damages.

If the two above-mentioned main mechanisms, which act to-
gether to extinguish fires when using water mist are described for
a long time �see for instance, Braidech et al. �1� and Rasbash et al.
�2� in 1960s, but more particularly, the excellent overview by
Mawhinney et al. �3��, a third mechanism is not as well under-
stood: the expected attenuation of the radiant heat from the flame
�change of radiant heat through scattering and absorption of ther-
mal energy�. Although this attenuation has never been referenced
as a determining mechanism of extinguishment, all efforts in wa-
ter mist suppression modeling needs to explore its implication.

The blocking radiant heat effect of water mist presents, in fact,
a twofold interest: reduce the radiant heat flux to targets in the
surroundings �important benefit, both in compartment and open
fires� and, reduce the vaporization or pyrolysis rate at the fuel
surface.

The possibility of using water mist as a barrier or curtain
against radiation damage was widely investigated in the past de-
cades �Refs. �4–13� for instance�. The proposed models consider
the medium as a two phase semitransparent medium constituted
by polydisperse water droplets and possibly participating gases
such as water vapor and carbon dioxide. In contrast, the charac-
terization of radiant heat attenuation between flame and fuel sur-
face is much more complex, and has received, until now, much
less attention. It appears that there has been no systematic study of

this. In addition, to quote Mawhinney et al. �3�: “One question
that arises is to what extent is the measured reduction in radiant
heat due to the cooling and reduced size of the flame, and to what
extent is it due to attenuation of the radiant heat through scattering
and absorption of thermal energy.” It is theoretically expected that
radiant heat from the flame to the fuel could be absorbed by drop-
lets and water vapor inrushing the flame, but this is particularly
difficult to quantify �14–16�. In fact, the resulting effect is difficult
to predict, and more experiments are needed to assess the relative
importance of radiant heat change in the energy balance at the fuel
surface.

The work is to ensure a better understanding of the effect of a
water mist entering a flame, regarding the energy balance at the
fuel surface and, therefore, the rate of generation of flammable
vapors.

The thermal radiation from any combustion system is mainly
controlled by the temperature and extinction coefficient distrib-
uted throughout the flame. The distribution of these two major
properties, temperature and extinction of light, due primarily to
the presence of soot particles and water droplets, is provided. This
is used to infer the establishment, the structure, and the stabiliza-
tion of the flame during water mist addition, but it is also more
especially used to provide a database to calculate the flame radia-
tion, and to compare the results to radiant heat flux measurements
at the surface.

For convenience, the study is conducted with a horizontal liquid
fuel surface �pool fire� of medium scale. This has both practical
and fundamental interest because, on the one hand, an experiment
of this type can be conducted in the laboratory while conserving
the major characteristics of an actual fire and, on the other hand,
pool fire is one of the most basic forms of fuel combustion, and is
often present in accidental fires involving liquid fuels.

2 Experiment
For purposes of designing a laboratory experimental system,

facilitating analysis of radiation heat feedback to the fuel during
extended experimental times, the idea was to insure conditions,
such that neither gas-phase cooling nor vapor dilution were suffi-
cient to suppress the flame and the fire as it continues to burn in
spite of the mist addition.
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The pool burning tests were conducted in a rectangular cham-
ber �8 cm3� vented by natural convection; the section diameter of
the exhaust duct is 40 cm.

Experiments are performed with heptane �floating on water�
pool fires of moderate scale. Heptane was chosen because it has
the advantage of a fixed boiling point �98°C� below that of water,
and as a consequence, it does not experience boil over, avoiding
any serious splashing effect of water droplets striking the surface,
which may disturb the measurements. On the other hand, due to
its low flash point temperature �−4°C� and high vapor pressure, it
is difficult to reduce the vapor/air mixture to below its lean flam-
mability limit.

Heptane is contained in a circular stainless steel pan, 10 cm
deep, with a diameter of 23 cm. The pan is placed on a load cell
to measure the fuel mass loss as a function of time. The load cell
has a response time of 60 ms, and the uncertainty of measure-
ments is within 5%. Before each test, water was first poured on
the pan until it reached the radiometer window. The radiometer
was horizontally oriented, and it was submerged. Fuel is added so
that the pan is filled to 1 mm below the pan lip. During the
combustion, the location of the top of the radiometer �window�/
water interface remained fixed. Therefore, since the height of the
burning fuel surface decreases as combustion progresses, the free-
board length increases during the experiment. Each test was re-
peated three times.

2.1 Water Mist Characteristics and Application. It is well
established that for the success in extinguishing fires, water mist
characteristics require droplets to be distributed with enough en-
ergy to penetrate the flame, mixed turbulently, and, as much as
possible, mixed uniformly in all zones of the flame. This implies
that the mist must be delivered as an opposed cloud with high
momentum, properly oriented, in order to push the water vapor
formed against the fuel surface. Therefore, great attention must be
paid to the location and orientation of application of the nozzles,
to their type, to droplets size distribution and mist momentum, and
to the mass of water added.

Thus, the water mist system consists of three nozzles located
symmetrically with respect to the flame axis �120 deg�, and di-
rected toward the fuel surface center. The distance between the
nozzles and the liquid surface is 129 cm, and their radial position
is 70 cm �Fig. 1�.

The nozzles are twin fluid �water/air� pressure assisted atomiz-
ers permitting the control of the droplet size, flow density, and
momentum of the mist. The applied air pressure and water flow
are chosen, as explained above, in such a way that complete ex-
tinguishment is not be achieved, giving enough time for experi-
mental purpose. It is noteworthy that the difficulty to reduce the
heptane vapor/air mixture above the surface below to lean flam-
mability limit makes it easy.

In the described experiments, each nozzle works at a normal
operating air/pressure of 1 bar and a water mass flow rate of
3.5 g s−1. In such condition, the mean drop size �maximum of the
unimodal distribution characterized by particle Doppler analyzer�
is 30 �m.

2.2 Temperature. The temperature measurements were per-
formed with an array of chromel-alumel thermocouples, type K of
120 �m wire diameter. The first thermocouple was placed 1 cm
above the top of the support, and the others were located 1 cm
apart from each other. The array was mounted on a two-
dimensional traverse mechanism, which allowed a positioning in
both horizontal and vertical directions to within 0.5 mm. The out-
put signals are fed to a high-gain DC amplifier and then to a data
acquisition system. The digitized signals are sampled and stored at
a rate of 500 Hz. Notice that measurements were made only dur-
ing short periods not exceeding 30 s, immediately following the
insertion of the thermocouples in the flame, to avoid, as much as
possible, the effect of soot deposition. The measured temperatures
were time averaged; the variations in the mean did not exceed 5%.
Each test was repeated three times. As seen above, for a water
mist to be efficient, the droplets must be capable of penetrating the
flame. The proposed design generates sufficient momentum, at the
three points of discharge, to overcome the upward momentum of
the plume, and it is well-suited for the analysis of the interaction
between the water mist and flame.

2.3 Extinction Coefficient. Local monochromatic extinction
coefficients were measured with a laser light attenuation method.
A laser beam was directed to a specified localization in the flame
through a stainless steel tube, 1 cm in diameter, and the attenuated
intensity light passing through a second stainless steel tube of the
same diameter, was received by an appropriate detector, which
had a narrow band pass filter in front of it, centered at the wave-
length of the emitting beam. The distance between the laser beam
and the detector was about 2 m. Comparison of the light intensity
through a fixed path length �2 cm� between the two tubes and the
intensity of the emitting beam permitted the deduction of the local
value of the monochromatic extinction coefficient ke,� �m−1� by
using Beer’s law at the wavelength of the light used in the experi-
ments. The laser probe positioning was also controlled with the
aforementioned two-directional system.

The data were also time averaged, and the uncertainty associ-
ated with each value could be high �up to 15%�, a problem that is
inherent in the experimental technique. The mesh size for the
measurements was 1 cm for both axial and radial directions. No
measurements were performed for distances closer than 3 cm to
the liquid surface because of the dimensions of the laser probe
system. Each test was repeated three times.

2.4 Radiant Heat Flux. Radiant heat flux at the fuel surface
was measured by means of a water cooled Gardon-gauge-type
radiometer �MEDTHERM: a cylinder stainless steel pan, 1 in.
deep, with a diameter of 1 in.� working in the range 0–2 W cm−2,
and equipped with a window �with a diameter of 6 mm�. The
radiometer was water cooled and was purged. The water cooling
tubes are 1/8 in. in diameter of stainless steel.

The addition of a window eliminates the convective heat flux
from the sensor, but restricts the spectral content of the radiation
to that within the range of its spectral transmittance.

The window used was in calcium fluoride, which offers a useful
range of spectral transmittance between 0.3 �m and 11.5 �m.
This spectral range was very convenient to take into consideration
the contribution of water droplets or vapor within the flame that
can interact with radiation until about 10 �m, and, a fortiori,
from luminous flames that have almost all their contribution be-
low about 5–6 �m �the spectral range from the luminous flame
without water mist addition is between 0.5 �m and 5 �m�.

The attachment of a window also requires a window mount that
reduces the field of view from 180 deg to 150 deg. The radiation

Fig. 1 Experimental device
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form factor is then slightly reduced, but the calibration takes this
into consideration. The uncertainty in flux measurements was 3%.
The radiometer was located along the pan axis at a fixed position,
and the radiant heat flux at the surface was determined when the
regressing surface of the fuel reaches this position. This position is
fixed at 12 mm from the initial fuel surface in the water. In such
position, there was no limitation of view by the edge of the pan,
and the time for the fuel surface to reach the sensor was long
enough to insure the flame establishment and stabilization. In this
configuration, the millivolt response of the Gardon-type heat flux
gauge represents only the incident radiative heat flux. The radiant
heat flux at the surface was obtained by extrapolating the mea-
sured heat flux evolution across the fuel. The measurements were
done at a steady state condition defined when the mass burning
rate seems constant, and when the mass burning rate was maxi-
mum �between 450 s and 55O s�. Each test was repeated three
times, but we must be well aware that the deduced radiant heat
fluxes at the fuel surface were only approximate �uncertainty as-
sociated with the method�.

3 Results
A large number of studies were performed on the characteristics

of buoyant diffusion flames established at the surface of
laboratory-scale liquid pool fires �see for example Refs. �17,18��.
Recall that the fire plume is customarily divided into three re-
gions. At the flame base is the “persistent” zone, which is charac-
terized by a luminous annular flame that surrounds a central zone
rich in vapor fuel, which appears, at least statistically, to have a
constant shape and structure �in fact, the flame fluctuates back and
forth across a mean position�. This zone has chemical reactions
and air entrainment taking place. It is followed by the “intermit-
tent” zone that has a turbulent character giving rise periodically to
rising rolling structures. The last region is the “plume” zone that is
not reacting, and where the velocity and temperature decrease
progressively with height. Of these zones, the persistent zone is
the most interesting regarding flame establishment, stabilization,
and extinction. The temperature and extinction coefficient were
measured when the mass burning rate was maximum �between
450 s and 55O s� at discrete locations along a radial vertical plane
at the base of the heptane pool fire, without and with water mist
addition. Because the flame characteristics in this zone are statis-
tically axisymmetric, the measurements are also considered to be
axisymmetric and consequently, representative of those in any ra-
dial vertical plane.

3.1 Without Water Mist Addition

3.1.1 Mass Burning Rate. The broken line in Fig. 2 shows the
evolution of the mass burning rate as a function of time, without
water mist addition. It can be observed that the rate increases first,

reaches a maximum �0.89 g s−1�, and then decreases slightly,
showing a dependence of freeboard height. As the freeboard in-
creases when the burning fuel surface regresses, the heat loss to
the freeboard of the pan increases and becomes more and more
significant.

3.1.2 Temperature. The measured isotherm field is presented
in Fig. 3�a�. The maximum temperature location, which represents
the presence of the reactivity maximum, is also indicated in the
figure. It is seen that the maximum is displaced from the edge of
the pan to the flame axis, surrounding a central zone, rich in vapor
fuel. At the flame axis, the maximum is located around 25 cm,
which corresponds approximately to one pool diameter, a value
that has been generally observed previously in other free fires of
same diameters. The overall temperature distribution is character-
istic of that encountered in diffusion flames, with a narrow band
of maximum temperature and relatively large temperature gradi-
ents at both sides �see for example Ref. �17��. At the lower leading
edge, there is a region of high temperature with large gradients in
the normal and radial directions. The convective mixing is due to
the strong radial component of the air velocity induced by the
plume in this region. In fact, this has an important role in anchor-
ing the diffusion flame and in its stabilization and extinction. The
middle region is where the temperature distribution indicates the
presence of a well-defined diffusion character, at least statistically.
The maximums of temperature are relatively low, which suggests
the existence of fluctuations since the temperatures recorded are
averaged temperatures.

The region closer to the pool centerline is characterized by low
temperature gradients and a wider maximum temperature band
with a lower maximum value. This is the indication that it is in
this region that the strong intermittency of the fire is established.
In summary, it is possible to say that the base of the fire is char-
acterized by a fluctuating laminar diffusion flame that is trans-
formed into a turbulent one in the upper region.

As the measurements are not instantaneous, they will provide
averaged values where the measured properties are influenced by
the flame fluctuation or intermittency. Because the physical pa-
rameters controlling the radiation heat transfer interact in a highly
nonlinear fashion, radiation calculation based upon time mean
values of temperature are known to be subject to serious errors.

3.1.3 Extinction Coefficient. Measurements of extinction coef-
ficients were performed in the visible range of the spectrum with
a helium /neon laser emitting at 633 nm, wavelength at which the
extinction is due primarily to the presence of soot. Due to their
small size �60–80 nm�, the soot particles are mainly absorbing
particles �scattering is negligible�, and the actual coefficients are

Fig. 2 Evolution of the mass burning rate as a function of time Fig. 3 Field of temperature at the base of the heptane pool fire
„the line of temperature maximum is also indicated for refer-
ence… „a… before mist addition, and „b… during mist addition
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absorption coefficients ka,� rather than extinction coefficients.
Thence, the contour of the lines can also be viewed as lines of
equal soot concentration �Fig. 4�a��.

The measurements show a region of elevated soot concentration
along the axis, at both sides of the maximum temperature. In the
region near the axis and under the maximum temperature line, the
existence of stagnant and recirculating gas would result in the
accumulation of fuel vapor, pyrolysis products, and soot.

But, at the base of the flame, near the lower leading edge, the
level of temperature is too high for soot to remain unburnt, which
explains the low values obtained here. Soot concentration also
peaks near the pool surface centerline, as generally observed. In-
deed, the formation of soot is initiated near the liquid, and the
pyrolysis of the vaporized fuel takes place and is enhanced but it
is progressively counterbalanced upper by a more efficient oxida-
tion. Above the temperature maximum, the presence of elevated

soot concentration at the centerline indicates the presence of un-
burnt fuel, and corresponds to the continuation of the combustion
reaction in the intermittent zone of the flame.

3.1.4 Radiant Flux Measurements. The radiant heat flux is re-
corded as a function of time. Knowing the initial fuel level posi-
tion �measured accurately�, the location of the radiometer, and the
instantaneous burning rate, it is easy to deduce the evolution of
the radiant heat flux in depth as a function of the distance from the
sensitive surface of the radiometer.

Figure 5 shows this evolution for three tests conducted in simi-
lar conditions without water mist addition. A very satisfying re-
producibility is seen. From these measurements, the radiant heat
flux at the fuel surface �the distance from the fuel surface is 0� at
the center of the pool can be estimated to be in the range
0.79–0.85 W cm−2. But it is well-known that the rate of burning
is not constant across any horizontal fuel surface and is more
rapid toward the center.

In a previous work, Richard et al. �19�, performing measure-
ments for different radial positions with a pan with a diameter of
23 cm �0, 1/3, and 2/3 of the radius�, showed that the mean radiant
heat flux received by the heptane surface can be estimated as 90%
from the maximum radiant heat flux measured at the center �with-
out and with water mist addition�.

Thus, from the present results, a mean radiant heat flux value at

the surface q̄̇r,s� =0.74 W cm−2 can be deduced. This value is
slightly higher than the value 0.52 W cm−2 reported by Richard et
al. �19�, with a mass burning rate ṁ�=1.59.10−2 kg /m−2 s−1. The
discrepancy must be attributed to the difference of experimental
method. In the previous work, the authors used the same type of
radiometer, but located at different depths in the fuel; the level of
the fuel surface being kept constant by means of a gravity liquid-
feeding system. Therefore, the radiant heat flux at the surface was
obtained by extrapolating the measured heat flux evolution across
the fuel. Even if the measurements were done at steady state con-
ditions, defined when the mass burning rate becomes constant, the
method required a test for each location, in depth of the radiom-
eter, and this repetition multiplied the uncertainties of measure-
ment. This previous method was obviously less accurate than the
present one. This can also be attributed to the less accurate previ-
ous method of measurement, as mentioned above, but also to the
use of a radiometer equipped with a sapphire window, which of-
fered a spectral transmittance limited to 5 �m

Fig. 4 Field of monochromatic „�=633 nm… absorption coeffi-
cient due to soot at the base of the heptane pool fire „the line of
temperature maximum is also indicated for reference… „a… be-
fore mist addition, and „b… during mist addition

Fig. 5 Evolution of the radiant heat flux in depth as a function
of the distance from the fuel surface „for three tests conducted
in similar conditions without mist addition…
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ṁ� =
q̇r,s� + q̇cv,s�

�Hv + CPl�Ts − Tl�
�1�

Knowing the instantaneous mass burning rate ṁ�, the latent heat
of heptane vaporization, the specific heat at constant pressure, the
boiling point of the fuel, and the initial temperature of the fuel
��hv=4.7.105 J kg−1, CPl=1.85.103 J /kg−1 K−1, Ts=98°C�, it is
possible to consider the energy balance at the surface �relation
�1��. The results of the calculations are given in Table 1. It is seen
that the radiant heat feedback to the surface falls far short of that
necessary to generate the flow of combustible vapors. Near the
pool centerline, the existence of stagnant and recirculation gas
zone results in the accumulation of fuel vapor, pyrolysis products,
and soot in this region. This attenuates the radiation reaching the
surface, and the difference between the estimated radiant heat flux
and the heat flux required to produce the flow of vapors is sup-
plied by convection. For the results �Table 1�, the radiant compo-
nent of the total heat flux is 60%, and the convective component is
40%. Notice that the relative magnitude of the effects is similar
than in the work by Richard et al. �19�: 59%/41%. The predomi-
nance of the radiant component is in agreement with that gener-
ally observed for the burning of heptane pools of this size.

3.2 With Water Mist Addition. When water mist is added,
with the adopted conditions of application, the flame structure
changes completely. The interaction between mist and flame can
be divided into three phases.

During the first phase, the behavior of the flame does not really
differ from those before mist application. The flame only seems to
be pushed against the fuel surface and its volume is significantly
reduced, especially at the top. During the second phase, the flame
suddenly seems to “explode” with random lateral projections of
more or less large pockets of warm unburnt fuel and products �see
Fig. 6�. This is the result of penetration of droplets in all regions
of the flame and of their rapid evaporation and expansion, which
causes gas displacement in the vicinity. During this phase of lat-
eral expansion, the flame appears to be concentrated around the
inside edge of the pan with clearances from a part or even the
whole of the liquid surface. The flame looks like an annular flame
concentrated and anchored around the inside edge of the pan. It is
noteworthy that it is during this phase expansion, with full clear-
ance of the surface, that the extinction could be obtained. This
requires that the mist be applied with enough momentum so as to
overcome the anchoring effect, and to avoid flashback. A third

phase corresponds to a flashback, the flame recovering a behavior
characteristic of the one observed during the first phase. After-
wards, a new cycle can take place. An analysis of simultaneous
video recording shows that, on the whole, the time between two
“puffs” is approximately 4–5 s, and that the puff time is about 0.5
s.

Although less relevant to the present work because of the lack
of detailed measurement of flame structure, the work of Rasbash
et al. �2� 40 years ago reported that during the application of mist,
hydrocarbon flames were unstable, with size and shape varying
continuously, and that there were frequent clearances of the sur-
face, sometimes followed by extinction. This behavior suggests
that extinction is rather achieved by a rapid and total clearance of
the surface, resulting from water evaporation and expansion, than
from the reduction of the rate of evolution of combustible vapor
from the liquid. Moreover, vapor fuel is probably pushed against
the surface by the high momentum and expansion effect of the
mist, with subsequent increase in concentration. The remark is
especially true for liquids with low flash points such as heptane:
flashback may occur easily, and any hot object near the fuel sur-
face such as the pan edge can cause reignition.

The measurements, being not instantaneous, give averaged val-
ues when the measured properties are influenced by flame fluctua-
tion or disruption resulting from droplets vaporization.

3.2.1 Mass Burning Rate. The solid line in Fig. 2 shows like-
wise the evolution of the mass burning rate as a function of time,
but with water mist addition. The general trend is the same but,
once the water mist is activated, the burning rate deeply increases.
Afterwards, the maximum reaches 1.46 g s−1. The sudden in-
crease observed at the onset of water mist addition is the result of
an apparent change of weight caused by the high momentum of
the mist directed toward the fuel surface. Notice that the presented
curve is a corrected curve for water recuperated at the bottom of
the pan �some droplets reaching the fuel surface fall on the bot-
tom�. The mean mass rate of recuperation, determined from the
total mass recuperated, divided by the overall combustion dura-
tion, was 0.12 g s−1.

It appears clearly that with the adopted conditions of applica-
tion, the water mist significantly intensifies the pool fire �with a
small amount of water, the heat transfer increases �20��. The vi-
sual evidence corroborated by measurements is that the turbulence
generated in the flame acts to increase the burning rate of the fuel.
A similar increase in water mist is often observed when using
underdesigned systems �unable to lead to complete extinction�.

3.2.2 Temperature. It is clear evidence that the tridimensional
and transient aspects are dominant, and that it is difficult to char-
acterize how the mist and fire plume are likely to interact. Despite
the periodic cycle eruptive vaporization flashback and a much less
ordered structure than the unperturbed heptane pool fire, the flame
can be considered as statistically axisymmetric over a sustained
period of mist addition, and the measurements are also considered
to be axisymmetric. The measured isotherm field is presented in
Fig. 3�b�. By comparison with measurements without mist addi-
tion, an overall decrease in the temperature level can be observed
�about 700°C instead of 1000°C for the maximum�. Moreover,
the line of temperature maximum is very significantly displaced
toward the surface �about 5 cm instead of 25 cm�. The general
isotherm pattern is not representative of a fire plume but rather of
an opposed flow system, except that the outwards direction at the
base turns inward in the upper region, owing to the orientation and
the force of mist application. The general decrease in temperature
is due primarily to the very efficient cooling effect of the mist, but
it reflects also the existence of strong disturbances. The flame is
characterized, on average, by low temperature gradients and a
wider maximum temperature band with a lower maximum value.
Colder and hotter gases periodically reach the thermocouples, and
this much more randomly occur than without mist addition. In

Table 1 Energy balance at the heptane surface without and
with mist addition

Without water
mist addition �a�

With water
mist addition �b�

ṁ��kg /m−2 s−1� 1.99�10−2 3.54�10−2

q̄̇r,s� �W m−2� 7.4�103 �60%� 3.5�103 �16%�
q̄̇cv,s� �W m−2� 5.02�103 �40%� 18.9�103 �84%�

Fig. 6 Photograph of the flame during the vaporization-
expansion phase

Journal of Heat Transfer FEBRUARY 2010, Vol. 132 / 023503-5

Downloaded 05 Dec 2010 to 193.140.21.150. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



fact, the fluctuations are no longer the result of the periodic flap-
ping of the flame, due to the inward entrainment of fresh air.

3.2.3 Extinction Coefficient. The disturbances are generated
by the expansion and break up of the flame in pockets of hot gases
or large turbulent structures. Unlike the unperturbed flame for
which the structure is determined by buoyancy, which is the pre-
dominant driving force, the strong radial convective component
induced by the expansion effect of mist evaporation dominates the
behavior. With water mist, in addition to soot particles, water
droplets contribute to some extent to changes not only in the ra-
diant heat through absorption but also through scattering. For soot
particles, we have seen that scattering can be ignored due to their
small size, but for water droplets, whose dimension is much
larger, scattering becomes rapidly comparable to absorption or
being predominant. Droplets may scatter in a nearly isotropic
manner or forward, in such a way that the bulk of the scattered
radiation is contained in a narrow solid angle around the incident
direction.

Considerations based on the Mie theory show that for a mono-
dispersed spherical droplets cloud and in absence of multiple scat-
tering, the monochromatic extinction coefficient ke� is the sum,
over individual droplets, of the extinction cross section Ce�

kel = NCe� �2�

where N is the droplets concentration.
In terms of extinction, absorption, and scattering efficiencies,

Qe�, Qa�, and Qs�, the apparent monochromatic extinction coeffi-
cient ke� can be written as

ke� = sNQe� = sN�Qa� + Qs�� �3�

where

Qe� = Qa� + Qs� =
2

�2�
n=1

�

�2n + 1��Re�an + bn��

with �=�d /� �d is the diameter of the particle�, and an and bn can
be calculated from Ricatti–Bessel functions.

Let us consider a detector of surface S centered on an incident
beam axis at a given distance from a droplet. The radius of the
detector and its location determine the collected scattered power
in the forward direction. Relation �3� becomes

ke� = sN�Qa� + Qs��1 − R��� �4�

where s is the droplet cross section, and R�=��sIs��	�dS / IoCs is
the normalized collected scattered power for the detector used,
dependent on the droplet diameter and on the wavelength,
�Is�� ,	�� is the scattered intensity distribution, with � and 	 as
the common angles of a spherical coordinate system intrinsic to
the incident beam, and IoCs is the total scattered power with Cs
the scattering cross section�.

Relation �4� can also be simply written in terms of absorption
and scattering coefficients ka� and ks� as

ke� = ka� + ks��1 − R�� �5�

For experiments performed in a medium containing both soot par-
ticles and water droplets, the apparent extinction coefficient is
then written as follows:

ke� = kas + kad + ksd�1 − R� �6�

where the second subscripts s and d pertain to soot and water
droplet, respectively �subscript � is omitted to simplify the writ-
ing�. Due to their small size �60–80 nm�, the soot particles are
mainly absorbing particles �scattering is negligible�, and the actual
coefficients are absorption coefficients. The extinction coefficient
can be expressed as

ke� = kas + ksd��1 − R� + kad/ksd� �7�
The ratio between absorption and scattering coefficients, which is
equal to the ratio of the corresponding absorption or scattering
efficiencies, can be used as

kad

ksd
=

NsQad

NsQsd
=

Qad

Qsd
or

kas

kss
=

Qas

Qss
�8�

Relation �8� can also be written as

ke� = kas + ksd��1 − R� + Qad/Qsd� �9�

where the absorption and scattering efficiencies Qad and Qsd can
be calculated from the Mie theory since they are independent of
particle concentration and medium depth, provided that the as-
sumption of single scattering holds.

Calculations have been performed considering, as stated earlier,
a monodispersed water droplet suspension with a diameter of
30 �m, and, likewise, a monodispersed soot particle suspension
with a diameter of 70 nm. In a first approach, the residence time
of the droplets in the flame is considered as large compared with
their vaporization time. The optical properties used are, for soot
particles, those proposed by Chang and Charalampopoulos �21�,
and for water droplets, those proposed by Hale and Querry �22�.

For experiments performed, as previously described, at a wave-
length of 633 nm, the calculation gives

Qad = 0.734 � 10−5, Qsd = 2.06, and R = 0.162

and it appears that relation �9� is reduced to

ke = kas + 0.838 · ksd �� = 633 nm� �10�
The concentrations of soot and water droplets, being unknown, is
clear evidence that this relation is not sufficient to determine the
respective contribution of soot and droplets to the detector signal.
Thus, it was necessary to perform measurements at another wave-
length. In order to minimize the forward scattering of water drop-
lets, the wavelength was chosen in the infrared range: a helium/
neon laser emitting at 3390 nm �notice that there is no
contribution of gaseous combustion products at this wavelength�.

The calculation gives

Qad = 0.922, Qsd = 1.369, and R = 0.44 � 10−2

and relation �10� becomes

ke = kas + 1.670 · ksd �� = 3390 nm� �11�
In addition, a relation between the measurements at the two wave-
lengths is needed. The ratio between absorption or scattering co-
efficients, which is equal to the ratio of the corresponding absorp-
tion or scattering efficiencies, can be used as

kas�1

kas�2

=
Qas�1

Qas�2

or
ksd�1

ksd�2

=
Qsd�1

Qsd�2

�12�

and

�kas��1
=

ke,�1
−

R�1

R�2

�Qsd,�1
�

�Qsd,�2
�
ke,�2

1 −
R�1

R�2

�Qsd,�1
�

�Qsd,�2
�

�Qas,�1
�

�Qas,�2
�

�13�

For example, the ratio between the soot absorption coefficients at
the two wavelengths, which is equal to the ratio of the correspond-
ing absorption efficiencies, can be used as

kas�633 nm� = kas�3390 nm�Qas�633 nm�/Qas�3390 nm�

with Qas�633 nm� = 0.347 and Qas�3390 nm� = 0.074

�14�

Finally, combining relations �10�–�14� permits the determination
of the fields of soot absorption coefficient and water droplet scat-
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tering coefficient, which are representative of the corresponding
concentrations.

The field of monochromatic soot absorption coefficient ��
=633 nm� with water mist addition is presented in Fig. 4�b�. It is
seen that the values are, on the whole, much lower than without
mist addition. The region of more elevated soot concentration is
always near the pool axis. However, near the pool centerline, there
is no more stagnant and recirculating region with accumulation of
fuel vapor and pyrolysis products and, therefore, soot concentra-
tion is lower. The results suggest that mist addition should have an
important role in the combustion process: mixing and chemical
effects. Water addition disturbs the flow, the temperature, and the
fuel concentration fields; this greatly affects both chemical and
physical phenomena. The expansion effect, due to water vaporiza-
tion, tends to increase buoyancy, and the combustion efficiency is
increased. But, in addition, the strong entrainment and penetration
of O2 over most of the regions, and the probable presence of OH
radicals, also lead to a decrease in the yield of soot.

Figure 7 shows the field of monochromatic droplet scattering
coefficient ��=633 nm�. It reveals a surrounding zone of high
concentration in the upper region of the flame. This is logical
since the injection of a finely divided water mist into a flame
results in rapid drop evaporation. Droplets can be present in no-
ticeable quantity only in the upper region, at the periphery. Next,
they evolve as they move into the flame; water vapor created is
pushed in the inner regions of the flame, onto the fuel surface. A
region of very low concentration is located along the pan axis,
under the level of temperature maximum �about 5 cm above the
surface�. This is likely due to the difficulty for the droplets to
counter the force of buoyancy.

Moreover, due to the high level of temperature, the vaporization
is very intense. Between these two zones is a transient zone where
the droplets concentration decreases progressively. It is worth not-
ing that these general characteristics are in qualitative agreement
with temperature measurements and particularly with the intense
fluctuating character of the temperature at the liquid gas interface.

3.2.4 Radiant Flux Measurements. When water mist is acti-
vated, the flame structure changes completely. As explained
above, a much less ordered structure than that exhibited by the
unperturbated pool fire is observed. The periodic cycle, eruptive
vaporization flashback, results in more fluctuating recordings.
Nevertheless, the measurements are perfectly exploitable. A mean
radiant heat flux incident upon the surface q̄̇r,s� =0.35 W cm−2 is
deduced. This is indicative of a significant reduction of the radiant
component to the burning rate. Furthermore, as seen above, the
burning rate is also significantly increased. From the energy bal-

ance, it is deduced that the convective flux is also intensified,
leading to a relative contribution radiation/convection of 16%/
84% �see Table 1�. This value is slightly higher than the value
0.1 W cm−2, reported by Richard et al. �19�, with a mass burning
rate ṁ�=2.82�10−2 kg /m−2 s−1. The discrepancy must be attrib-
uted to the difference of experimental method. In the previous
work, the authors used the same type of radiometer, but located at
different depths in the fuel; the level of the fuel surface being kept
constant by means of a gravity liquid-feeding system. Therefore,
the radiant heat flux at the surface was obtained by extrapolating
the measured heat flux evolution across the fuel. Even if the mea-
surements were done at steady state conditions, defined when the
mass burning rate becomes constant, the method required a test
for each location in depth of the radiometer, and this repetition
multiplied the uncertainties of measurement. This previous
method was obviously less accurate than the present one. This can
also be attributed to the less accurate previous method of measure-
ment, as mentioned above, but also to the use of a radiometer
equipped with a sapphire window, which offered a spectral trans-
mittance limited to 5 �m.

Contrary to what is generally expected, there is no radiant heat
attenuation between the flame and fuel surface, except for a sub-
stantial increase. In the same time, the addition of entrained air in
the mist leads to invigorate the convective mixing so that the
resulting burning rate is increased. In other terms, the extinguish-
ment of the flame is not obtained by a reduction in the evolution
of flammable vapors.

In fact, the addition of droplets complicates the radiant transfer.
It produces a temperature decrease and a variation in properties
and emission within the flame. The resulting radiant heat change
at the fuel surface is understandable by considering the evolution
of the absorption coefficient due to soot without mist addition, the
evolution of the overall absorption coefficient due to soot and
droplets, and the scattering coefficient due to droplets during mist
addition, as a function of wavelength, at a discrete location in the
flame �Fig. 8�, combining relations �8�–�14� permits the determi-
nation of the fields of soot absorption coefficient and water droplet
scattering coefficient, which are representative of the correspond-
ing concentrations. It is seen that during mist addition, under
about 1–2 �m, the scattering effect of droplets is predominant,
and that above, in the infrared region, absorption is not negligible
any longer. The radiant contribution of the flame �soot particles� to
the surface is low. The increase in the radiant heat flux can be due
to the droplets, whose contribution is extended over the entire
spectrum, but more likely to the water vapor.

Fig. 7 Field of monochromatic „�=633 nm… scattering coeffi-
cient due to water droplets at the base of the heptane pool fire

Fig. 8 Evolution of: „a… absorption coefficient without mist ad-
dition „due to soot particles…, „b… total absorption coefficient
with mist addition „due to soot particles and droplets…, and „c…
scattering coefficient with mist addition „due to droplets… as a
function of wavelength at a discrete location in the flame „r
=0,75 cm, z=9 cm…
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3.3 Comparison With Computation. An estimation of the
radiant flux falling to the fuel surface can be attempted. Notice
that the heat radiated by gaseous products is considered as negli-
gible, and that water vapor, certainly present in appreciable quan-
tities, is, for the moment, disregarded in default of reliable mea-
surement procedure.

Considerable progress is being made toward developing reli-
able methods for calculating flame radiation with a proper degree
of accuracy. The common techniques generally rely on various
degrees of approximation. Among them, the discrete ordinates
technique approximates integrals over direction by a numerical
quadrature, and it is then assumed that the radiant intensity is
constant within each solid angle around each discrete direction.
The details of this well-known method can be found in Refs.
�23,24�, for instance. The method is implemented in cylindrical
coordinates and is based on a constant weight quadrature with a
discretization of polar angles into 1000 directions. Such condi-
tions of discretization appeared necessary because, in the present
medium, the well-known ray effect affects the SN classical
quadrature �on the flame, there are many localized hot zones and
sharp temperature gradients�. This is particularly true with the
unperturbated flame. In contrast, when water mist is added, scat-
tering mitigates the ray effect, and practically no difference is
observed by using an S8 quadrature or the finer discretization of
polar angles.

The chosen quadrature technique is associated to a gray per
band model: ten bands covering near and midinfrared regions.
Notice that an increase in the number of bands does not affect
significantly the results. The computational domain is a cylinder
with a radius of 12 cm, extended to 15 cm when water mist is
added, in order to take into consideration the flame expansion
effect, and a height of 30 cm �the base of the flame that has
chemical reaction and air entrainment taking place is the main
contributing zone regarding flame radiation to the pool surface�.
The lower and upper temperature boundary conditions are, respec-
tively, the temperature of vaporization of heptane and the ambient
temperature, and the boundaries are assumed to be black. The
phase function is approximated by a linear Dirac delta phase func-
tion, well-suited in the case of predominant forward scattering
conditions such as encountered here.

The results obtained without and with water mist addition are
presented in Fig. 9. The trend is consistent with the experimental
observation that the incident radiant flux is not constant across the
surface of the pool, and greater near the center. Without mist
addition, the maximum radiant flux at the center is 1.1 W cm−2,
and a mean value integrated �till 2/3 of the radius� is
0.85 W cm−2. We can see that calculations predict greater values
than measurements. In addition to the uncertainties inherent to

measurements or calculations, the mean reason of this discrepancy
could be the fact that a thin layer of heptane remains at the surface
of the sensor, and may absorb some radiation when it emerges
from the regressing liquid. But, however that may be, the order
of magnitude estimate is in essential agreement. With water
mist addition, the maximum calculated value at the center is
0.2 W cm−2 instead 0.35 W cm−2. That time, the pattern is
reversed.

The main reason of this underestimation is certainly the fact
that the contribution of water vapor is not accounted for when,
from the observed characteristics of the flame structure, there is
evidence of the existence, in the centerline region near the liquid
surface, of a zone of elevated water vapor concentration at el-
evated temperature, able to radiate significantly.

But the important reduction in the radiant heat flux falling to
the fuel surface is due to absorption by unvaporated droplets,
which reradiate weakly. Only soot particles emit at the lower tem-
perature level, and their concentration is much lower than before
mist addition. In both cases, without or with mist addition, care
must be taken in the computation of the grid point’s location and
the mesh sizes sources of uncertainties. A very low staggering,
for example, may induce a variation of 10% or 15% in the com-
puted flux �inherent to the presence of sharp gradients as previ-
ously mentioned�. In addition, the minimum mesh size of mea-
surements being 1 cm, the interpolation may generate significant
uncertainties.

Finally, it is also important to mention that the measurements
that are not being instantaneous provide averaged values where
the measured properties are influenced by the flame fluctuation
and disturbance, while, actual values are not. Then, care must be
taken when reaching quantitative conclusions that are based on
the comparison of measured averaged values on the fluctuating
fields with values from a steady state modeling.

4 Concluding Remarks
The benefit of radiation attenuation by water mist in surround-

ings of a fire is evident and now well analyzed. In contrast, the
role of fine droplets entering the flame on the amount of heat
radiated to the fuel surface, particularly with liquid pool fires, is
less evident and difficult to quantify. The fuel surface energy bal-
ance governing the burning rate indicated that the relative magni-
tude of the radiation/convection effects was decreased by water
mist addition, but that this decrease was due to the significant
intensification of the burning rate.

The behavior of the flame, especially at its base �the most in-
teresting zone regarding flame establishment, stabilization, and
extinction�, changes totally. The flame becomes very unstable
with a continuous variation in shape and size. Periodically, it
seems to explode with sudden short, more or less, partial clear-
ances from the surface, followed by a flashback. Sometimes a full
clearance may be followed by suppression. The detailed mapping
obtained of the temperature and extinction properties due to soot
and water droplets show a substantial decrease in the flame tem-
perature and soot concentration, and permit the determination of
the pattern of water droplets entering into the flame. Water drop-
lets entering into the flame, especially water vapor, do not shield
the surface from radiation.

Therefore, it is suggested that suppression of the flame is rather
achieved by decreasing enough temperature and vapor/air concen-
tration throughout the flame, due to water vaporization and expan-
sion effect �cooling and dilution effect�, than from a reduction of
the rate of evolution of flammable vapors from the liquid surface.

The experiments are complemented with modeling using the
discrete ordinates method, which helps to backup the experimen-
tal observations. The calculations provide incident radiant flux
distribution that is in satisfying agreement for the free fire, but is
significantly underestimated with water mist addition. It is ex-
pected that this discrepancy is due to the fact that calculations left
water vapor out of consideration.

Fig. 9 Measured and calculated radiant heat flux at the hep-
tane surface as a function of radial position
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As regards with the intensification of the fire under water mist
addition, the main reason is that the induced turbulence acts to
increase the burning rate of the fuel.

However, if the results bring improved information about the
controlling mechanisms of pool fire extinguishment, it is impor-
tant to realize that the measurements, being not instantaneous,
provide only averaged values �which must be only viewed as an
order of magnitude�, and do not permit the analysis of the short
period of droplets vaporization, which is the so-called puff phase
leading to the clearance of the fuel. Also, the measurements are
the ones responsible of flame suppression, when it occurs. A
worthwhile project would be to investigate the conditions �flame
temperature, incident flux, and burning rate� that define extin-
guishment at the end of this very brief phase �	0.5 s�. Unfortu-
nately, except for temperature measurements, such investigations
are still out of range.
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Nomenclature
Ce� 
 extinction cross section �m2�
ke,� 
 monochromatic extinction coefficient �m−1�
ka� 
 absorption coefficient �m−1�
ks� 
 scattering coefficient �m−1�
ṁ� 
 mass burning rate kg /m−2 s−1

N 
 droplets concentration �m−3�
Qe� 
 extinction efficiency
Qa� 
 absorption efficiency
Qs� 
 scattering efficiency
q̄̇cv,s� 
 convective heat flux �W cm−2�
q̄̇r,s� 
 radiant heat flux �W cm−2�
R� 
 normalized collected scattered power for the

detector
s 
 droplet cross section �m2�
S 
 surface of detector �m2�
T 
 temperature �K�

Dhv 
 latent heat of vaporization �J kg−1�

Subscripts
a 
 absorption

cv 
 convection
d 
 water droplet
e 
 extinction
l 
 liquid
r 
 radiant
s 
 scattering
s 
 soot
S 
 surface
v 
 vaporization
� 
 monochromatic
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e-mail: pfurm@itc.pw.edu.pl

Institute of Heat Engineering,
Warsaw University of Technology,

Nowowiejska Street 21/25, Warsaw 00-665,
Poland

Fixed Grid Simulation of
Radiation-Conduction Dominated
Solidification Process
In this paper conduction-radiation controlled solidification process of semitransparent
materials was numerically analyzed. New approach in this kind of simulations, which is
based on the fixed grid front tracking method combined with the immersed boundary
technique, was adopted and examined. The presented method enables accurate dealing
with solidification processes of semitransparent materials which have different optical
and thermophysical properties of solid and liquid phases as well as with absorption,
emission, and reflection of the thermal radiation at the solid-liquid interface without
applying moving mesh methods. The proposed numerical approach was examined by
solving several simplified thermal radiation problems with complex fixed and moving
boundaries both in two-dimensional and axisymmetric spaces. For some of them the
accuracy of obtained results was proved by comparing with reference works, other
showed capabilities of the proposed method. For simplified solidification processes of
semitransparent materials three configurations of optical properties, i.e., semitransparent
solid phase and opaque liquid phase, opaque solid phase and semitransparent liquid
phase, and semitransparent both phases were considered. The interface between solid
and liquid phases was treated to be opaque, absorbing, emitting, and reflecting diffusely
the thermal radiation. Results of the numerical simulations show that the presented
numerical approach works well in this kind of problems and is promising for simulation
of real solidification processes of semitransparent materials. �DOI: 10.1115/1.4000188�

Keywords: semitransparent material, solidification, thermal radiation, conduction-
radiation heat transfer

1 Introduction
The phase-change process of semitransparent materials is found

in several devices and manufacturing processes, as well as in the
nature. The most well known are glass and optical fibers manu-
facturing. Some translucent fluoride of alkali metals, e.g., lithium
fluoride �LF�, potassium fluoride �KF�, or eutectic mixture of
lithium, magnesium, and potassium fluorides �LiF–MgF2–KF�
are used as phase-change materials �PCMs� in high temperature
thermal energy-storage systems, which are elements of solar dy-
namic space power systems �1�. For the sake of mass perfor-
mance, semitransparent PCMs are very useful for the space appli-
cation because thermal radiation increases overall heat transfer
about 2.5–6 times �1� in comparison to opaque PCMs. So fins or
extend surfaces assisting in transporting energy between working
fluid and PCM are redundant. Semitransparent single oxide crys-
tals such as yttrium aluminum garnet �YAG�, gadolinium gallium
garnet �GGG�, and lithium niobate �LN�, which are widely used in
electronic, opto-electronic, and acousto-opto-electronic devices
are commonly produced by Czochralski and Bridgman methods.
During production of these single crystals, heat transfer mainly
controlled by the thermal radiation exerts strong influence on
crystals quality �2�. It means that formation of both structural
defects and nonhomogeneities in crystals is affected by the solid-
liquid interface shape and temperature distribution in the furnace.
Melting of ice by solar radiation and solidification of water in the
presence of sunlight are examples of phase-change processes of
translucent materials found in nature. From the ecological or the
global warming point of view these processes are very important.

Abovementioned technical applications of phase-change pro-
cesses of semitransparent materials occur at high temperatures,
which sometimes reach almost 2000 K. Therefore, experiments or
observations are extremely difficult to carry out and highly expen-
sive. This is the reason why numerical simulation becomes essen-
tial for development of these manufacturing processes.

Due to the complex interactions of heat conduction, radiation,
and fluid flow, thermal modeling of phase-change phenomena of
semitransparent materials is a challenging task. The heat transfer
process with phase change becomes additionally complicated by
nonlinear influence of the thermal radiation on temperature field.
Radiation in semitransparent materials is a volumetric phenom-
enon, i.e., emission, absorption, and scattering of the thermal ra-
diation is found in the whole volume so that semitransparent ma-
terials behave differently than opaque ones. Additionally, the
thermal radiation is expected to affect dynamics of melting and
solidification, and its neglecting in the analysis may lead to seri-
ous errors in predicting the solid-liquid interface shape, location
and temperature distributions in the domain.

Effects of the thermal radiation upon melting and solidification
of semitransparent materials have been studied since the 1970s. In
one of the first papers, Abrams and Viskanta �3� analyzed one-
dimensional transient melting and solidification in translucent me-
dium. The conclusion of their work was that the radiation could
significantly affect the dynamics of the phase-change process of
semitransparent materials and the stability of the planar interface.
Chan et al. �4� were the firsts who proposed a one-dimensional
model of internal melting or solidification of semitransparent pure
materials, which accounts for an isothermal two-phase region, i.e.,
the mushy zone between liquid and solid zones. Analytical results
of their work showed that internal radiative heating or cooling
enforces internal melting or solidification and leads to a wide
two-phase zone. This model was validated by meteorological ob-
servations. Small cavities partially filled with water were observed
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during the melting process of ice exposed to the sunlight �5,6�.
The study �4� of Chan et al. was further developed by several
other researchers �7,8�. Lately, Łapka and Furmański �9� extended
the earlier work in Ref. �4� and analyzed the two-dimensional
solidification of semitransparent pure materials, and binary or eu-
tectic alloys. Nonequilibrium planar solidification model for emit-
ting, absorbing, and isotropically scattering medium subjected to
radiative and convective cooling was introduced by Yao et al.
�10�. They found that internal radiative heat transfer enhances
removal of the latent heat and leads to higher interface velocity
and large melt undercooling, but the planar interface can still be
stable if the system is strongly cooled by the thermal radiation
�11�.

The simulation of a canister with semitransparent PCM used as
element of high temperature thermal energy-storage system was
performed by Sokolov et al. �12�. It was found that radiation re-
duces thermal resistance of the canister and results in decreasing
of the canister’s wall temperature. In the next paper, Yimer �13�
numerically determined transient temperature distribution, solid-
liquid interface location, and energy-storage capacity of a canister
filled with semitransparent PCM. Both works adopted the en-
thalpy method for numerically solving solidification phenomenon.
In the case of numerical simulations of semitransparent oxide
single crystal growth processes, Brandon and Derby �14� were the
pioneers. They analyzed the vertical Bridgman growth process,
including for the first time internal radiative heat transfer through
a crystal. Their results demonstrate sensitivity of the solid-liquid
interface shape, location, and temperature distribution to changes
in optical properties of the crystal. The first global analysis of heat
transfer in the Czochralski growth process of semitransparent
crystals was carried out by Tsukada et al. �2�. They analyzed the
influence of different optical properties on the solid-liquid inter-
face shape, flow patterns, and temperature distribution in the fur-
nace. Until now there are also several studies, which consider
different aspects of the growth process of semitransparent single
oxide crystal, for example, simulation of face formation as well as
coupled heat flow and segregation in the Bridgman growth of
oxide crystals �15,16�, investigation of the effect of internal radia-
tive heat transfer in a crystal and melt on interface inversion in the
Czochralski growth of oxide crystals �17�, simulation of specular
reflection at crystal side in the Czochralski furnace �18�, simula-
tion of 3D melt flow in the Czochralski system �19,20�, and simu-
lation of vertical Bridgman growth of thermally anisotropic opti-
cal materials �21�.

In the quoted works, simulations of the solidification process of
semitransparent materials are based on the enthalpy method
�simulation of PCM’s canister� or on the complex moving mesh
methods �simulation of crystal growth process�. The enthalpy
method assumes averaged properties in the grid elements that cap-
ture the solid-liquid interface, therefore in this method accurate
modeling of different optical properties of solid and liquid phases,
and taking into account the emission, absorption, reflection, and
refraction of the radiation at the solid-liquid interface is difficult.
Furthermore, the moving mesh methods are complicated and time
consuming because in every iteration the interface between solid
and liquid phase is varying and the mesh is adjusted to its new
position. Additionally, interpolation or extrapolation of all field
variables is needed here. The idea underlying the current work is
to study and present capability of the fixed grid front tracking
method �22� combined with the immersed boundary technique
�23,24� for solving the simplified conduction-radiation controlled
planar solidification process of semitransparent materials with dif-
ferent optical properties in solid and liquid phases, and with the
absorption, emission, and reflection of the thermal radiation at the
solid-liquid interface. The fixed grid front tracking method is
widely applied to examine solidification processes in opaque ma-
terials including opaque binary alloys with kinetic effects but until
now was not applied in simulating the solidification process of
semitransparent materials with different radiative properties of

solid and liquid phases. The immersed boundary technique is also
well known in heat transfer and computational fluid dynamics but
until now was not used to simulate conjugated conductive-
radiative heat transfer with moving boundaries. The current work
demonstrates that both these methods can be combined together,
enabling accurate simulation of the thermal radiation in solid and
liquid phases with participating, moving, and highly curved solid-
liquid interface between them. The main objective of the paper
was the presentation of this new numerical approach but not the
physical modeling. Therefore, the convection in the melt, which
plays the important role in real solidification processes, was ne-
glected. In Secs. 2 and 3, mathematical formulation and details of
implementation of our numerical approach are presented. Further-
more, several simplified thermal radiation problems with complex
fixed and moving boundaries both in two-dimensional and axi-
symmetric spaces, with different configuration of optical proper-
ties of the solid and liquid phases, were solved and discussed to
show accuracy, capability, and future development of the pre-
sented numerical approach.

2 Mathematical Formulation
The present study was limited to two-dimensional and axisym-

metric geometries. Only the conductive and the volumetric radia-
tive heat transfer modes were considered at current stage of work.
It was assumed that external walls of the computational domain
might be opaque, emitting, and reflecting diffusively the thermal
radiation and simultaneously subjected to the external convective
cooling by the surroundings, or they may be adiabatic. The me-
dium inside the domain was treated as gray, emitting, absorbing,
and anisotropically scattering the thermal radiation. Thermophysi-
cal and optical properties of the medium were assumed constant
and fixed for a particular phase. For the simulations with moving
boundaries the computational domain was initially filled with su-
perheated, solidifying pure liquid phase at temperature Tinit. The
solidification process started when temperature of the external
walls was decreased below the melting temperature of the me-
dium Tm. Additionally, it was assumed that solidification occurred
at fixed temperature equal to the melting point of the pure mate-
rial. The solid-liquid interface was treated to be opaque, absorb-
ing, emitting and reflecting diffusively the thermal radiation.

Considering the assumptions listed above, the transient energy
equation �EE� for particular phase including the heat conduction
and the internal thermal radiation can be written as follows:

�zcp,z
�T

�t
= �kz � T − � · q̇r,z �1�

where z=s for the solid phase and z= l for the liquid phase. The
last term at the right hand side of Eq. �1�, i.e., divergence of the
radiative heat flux vector, contributes to influence of the thermal
radiation on temperature field. The convective and adiabatic
boundary conditions for external walls were given in the form:

− kz

�T

�nw
= h�Tw − T�� and − kz

�T

�nw
= 0 �2�

The radiative heat transfer in absorbing, emitting, and isotropi-
cally scattering gray media along the line-of-sight s is described
by the radiative transfer equation �RTE�:

dI

ds
= − Ke,zI +

nz
2�Ka,zT

4

�
+

Ks,z

4�
�

4�

I�z�s� → s�d�� �3�

Terms present on the right hand side of Eq. �3� contribute to
attenuation of the radiation intensity by the absorption and out-
scattering of the medium, augmentation of the radiation intensity
by the self emission of the medium, and augmentation of the
intensity by the in-scattering from other directions, respectively.
The radiation direction vector s can be expressed as follows:
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s = �sin � cos �, sin � sin �, cos �� �4�

The polar angle � is measured from the z-axis in the x-z Cartesian
plane: �� �0 ,��, whereas the azimuthal angle � is measured form
the x-axis in the x-y Cartesian plane: �� �0 ,2��.

The divergence of radiative heat flux vector, which appears in
the EE, Eq. �1�, can be calculated, for a gray medium, from the
following expression:

� · q̇r,z = Ka,z�4nz
2�T4 −�

4�

Id�� �5�

The scattering phase function in Eq. �3� was represented by the
Legendre polynomial expansion:

�z�s� → s� = �
n=1

N

CnPn�s · s�� �6�

where Cn is the nth expansion coefficient, and Pn is the nth order
Legendre polynomial. For isotropic scattering, the phase function
is equal to �z=1. For backward or forward scattering the values
of Cn can be taken after Kim and Lee �25�.

Assuming that walls of the domain and the solid-liquid inter-
face were opaque, absorbing, emitting, and reflecting diffusively,
the internal radiative boundary and interface conditions for the
RTE, Eq. �3�, for all outgoing directions �s ·nw	0� took the fol-
lowing form:

Iw/i =
nz

2�
w/iTw/i
4

�
+

1 − 
w/i

�
�

s·nw/i�0

I	s · nw/i	d� �7�

The wall and the solid-liquid interface radiative heat fluxes were
calculated from the formula:

qrw/i =� I	s · nw/i	d� �8�

with following conditions: s ·nw/i�0 for incident radiative flux
�in� and s ·nw/i	0 for emitted radiative flux �out�.

The local solid-liquid interface velocity was determined from
the energy balance at the solid-liquid interface �Stefan condition�,
including incident radiative heat fluxes at the interface from the
solid phase �qri,s,in� and liquid phase �qri,l,in�, as well as emitted
radiative heat fluxes at the interface into solid phase �qri,s,out� and
liquid phase �qri,l,out�:

Vi =


ks

�T

�n



s

− 
kl

�T

�n



l

− qri,s,in − qri,l,in + qri,s,out + qri,l,out

�l�Lf + �cl − cs��Ti − Tm��
�9�

In the above equation, incident and emitted fluxes at the solid-
liquid interface were calculated using Eq. �8� and the nearest
nodal intensity values.

Equations �1�–�9� were subsequently made nondimensional us-
ing the following dimensionless quantities: specific heat c�

=cl /cs, thermal conductivity k�=kl /ks, refraction index n�

=nz /nref, radiation intensity i= I / �4nref
2 �Tm

4 �, absorption coefficient
Ka

�=Ka,z /Ka,ref, extinction coefficient Ke
�=Ke,z /Ke,ref, scattering

coefficient Ks
�=Ks,z /Ks,ref, heat flux q�=q / �4nref

2 �Tm
4 �, temperature

T�=T /Tm, velocity V�=Vcs�sLx /ks, coordinates x�=x /Lx and y�

=y /Lx �Cartesian 2D�, r�=r /Lr and z�=z /Lr �axisymmetric�, di-
mensions Lx�=Lx /Lx=1.0 and Ly�=Ly /Lx or Lr�=Lr /Lr=1.0 and
Lz�=Lz /Lr, density ��=�l /�s, optical thickness �=Ke,refLx, albedo
=Ks,ref /Ke,ref, Fourier number Fo=kst / �cs�sLx

2�, conduction-
radiation parameter Nr=ks / �4nref

2 �Tm
3 Lx�, Nusselt number Nu

=hLx /ks, and Stefan number Ste=csTm /Lf. Optical dimensionless
parameters used in the presented study depend on the configura-

tion between optical properties of the solid and liquid phases, i.e.,
when solid phase was semitransparent and liquid phase was
opaque the RTE was solved only in solid phase, the liquid phase
was blocked off and it was assumed that z=s, ref=s. Similarly for
other cases, when solid phase was opaque and liquid phase was
semitransparent: z= l, ref= l and when both phases were semitrans-
parent: z=s, ref= l.

The final form of nondimensional governing equation and re-
spective boundary or solid-liquid interface conditions can be writ-
ten as follows:

• Dimensionless EE with the radiation source term in solid
and liquid phase, respectively,

�T�

�Fo
= ��2T� −

1 − 

Nr
n�Ka

���T�4 −�
4�

id�� �10�

��c�
�T�

�Fo
= ��k���T� −

1 − 

Nr
n�Ka

���T�4 −�
4�

id��
�11�

with boundary conditions:

−
�T�

�nw
�

= Nu�Tw
� − T�

� � or −
�T�

�nw
�

= 0 and

�12�

− k�
�T�

�nw
�

= Nu�Tw
� − T�

� � or − k�
�T�

�nw
�

= 0

• Dimensionless RTE in solid or liquid phase:

1

�

di

ds�
= − Ke

�i +
�1 − �n�Ka

�

4�
T�4 +

Ks
�

4�
�

4�

i��s� → s�d��

�13�

with boundary or solid-liquid interface conditions:

iw/i =
n�
w/iTw/i

�4

4�
+

1 − 
w/i

�
�

s·nw/i�0

i	s� · nw/i
� 	d� �14�

• Dimensionless local interface velocity:

Vi
� =


 �T�

�n�

s

− 
k�
�T�

�n�

l

+
1

Nr
�− qri,s,in

� − qri,l,in
� + qri,s,out

� + qri,l,out
� �

���1/Ste + �c� − 1��Ti
� − 1��

�15�

3 Numerical Solution

3.1 Discretization of Governing Equations. The nondimen-
sional EE, Eqs. �10� and �11� as well as RTE, Eq. �13�, were
discretized using the finite volume method �FVM� �26�. The com-
putational domain was uniformly divided into a nonoverlapping
rectangular grid with a size dx in the x- or r-axis direction and dy
in the y- or z-axis direction. Each term of the nondimensional EE
was integrated over an interval of a dimensionless time dFo and
over a control volume dV. The divergence of radiative heat flux
vector, Eq. �5�, in dimensionless form was subsequently expanded
in the Taylor series close to the central node P. Highly nonlinear
implicit system of equations for temperature was then obtained:
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a�TP
�n+1 − TP

�n�dV = �
j

N

bn j · gradjT
�n+1dAjdFo

−
1 − 

Nr
n�Ka

���4�TP
�n�3TP

�n+1 − 3�TP
�n�4 − �

m

M

iP
md�m�dVdFo

�for 2D case� �16�

where a=1, b=1 are for solid phase and a=��c�, b=k� are for
liquid phase. The subscript P denotes nodal value, the superscript
n denotes time level, while n j stands for the outward normal vec-
tor of control volume j-th face. Moreover, the symbol N denotes
total number of control volume faces, while dAj is the face area of
the control volume.

The dimensionless RTE was solved by the FVM for the radia-
tive heat transfer �27�. The method was based on integration of the
RTE over a control volume dV and over a control solid angle

d�m. The same uniform, rectangular spatial grid as for the EE was
used. Additionally, in the FVM for the thermal radiation it is nec-
essary to divide the whole solid angle into control solid angles.
Therefore the whole azimuthal angle 2� and the whole polar
angle � were divided uniformly into a nonoverlapping angular
grid with spacing d� and d�, respectively, and the total number of
control angles �discrete directions� was M. The final form of the
discrete RTE in discrete direction m looks as follows:

1

��j

N

ij
mdAjDj

m = �− Ke
� +

Ks
�

4�
�mmd�m�iP

md�mdV+

+
�1 − �n�Ka

�

4�
�TP

�n�4d�mdV +
Ks

�

4� �
l=0,l�m

M

iP
l �lmd�ld�mdV

�for 2D case� . �17�

Geometrical weigh, control angle, and average phase function
were calculated from the following formulas:

Dj
m =�

d�m

n j · smd�m �18�

d�m =�
�−

�+�
�−

�+

sin �d�d� �19�

�lm =
�d�m�d�l��s� → s�d�md�l

d�md�l �20�

with �+=�m+d� /2, �−=�m−d� /2, �+=�m+d� /2, �−=�m

−d� /2, where for isotropic scattering �lm=1. Discrete form of
RHT for the axisymmetric geometry was derived from 3D formu-
lation by applying special mapping procedure as explained in Ref.
�28�. In such implementation, the angular redistribution terms,
which are found in RTE for cylindrical coordinates, were avoided.

The step scheme, in which a downstream face intensity is set
equal to upstream nodal value, was used to relate the control
volume face intensity to the nodal intensity �29�. Typical relation-
ship for this scheme is as follows:

ij
mDj

m = iP
mDj,out

m + iJ
mDj,in

m �21�

where index J denotes nodal value of neighbor control volume
and

Dj,out
m = max�Dj

m,0� for n j · sm 	 0 and
�22�

Dj,in
m = − max�− Dj

m,0� for n j · sm � 0

The discrete form of the boundary or interface condition for RHT
was expressed as:

iw/i =
n�
w/iTw/i

�4

4�
+

1 − 
w/i

� �
sm·nw/i�0

iw/i
m 	Dw/i

m 	 for nw/i · sm 	 0

�23�

where Di/w
m is calculated with conditions: s ·nw/i�0 for incident

radiation flux.
The wall or the solid-liquid interface radiative heat fluxes can

be estimated from the formula:

qrw/i = �
m

M

imDw/i
m �24�

where Di/w
m is calculated with conditions: s ·nw/i�0 for incident

radiation flux or s ·nw/i	0 for emitted radiative flux, and intensi-
ties im at the wall or solid-liquid interface are found following Eq.
�29�.

3.2 Front Tracking Method. Solidification problem was
solved by the front tracking method �22�. In this method the non-
dimensional governing equations, Eqs. �10�, �11�, and �13�, were
solved implicitly on a fixed mesh and the interface was tracked
explicitly. The solid-liquid interface was identified by an ordered
set of massless marker points. A line connecting marker points
represents the solid-liquid interface. If the distance between two
marker points was larger than the assumed value the new marker
point was placed between them. On the other hand, if the distance
between two marker points was smaller than the assumed value
one of them was replaced or removed. Initially marker points
were distributed uniformly over boundaries subjected to the exter-
nal cooling. Marker points always advanced in a direction perpen-
dicular to the solid-liquid interface at a growth velocity calculated
form Eq. �15� and they had the temperature Ti

�. New positions of
marker points were determined from their old positions, time in-
terval, and velocities:
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xi
�new = xi

�old + dFo · Vi
� �25�

The marker velocity was calculated as described by Udaykumar et
al. �22�, with modification accounting for radiative heat transfer.
Temperature normal gradients into solid and liquid phase, which
appear in Eq. �15�, were obtained by using the linear interpolation
along the normal to the interface at point i, as shown in Fig. 1�a�.
This approach was simple and convenient. Four points, two in the
solid phase �n1 and n2� and two in the liquid phase �n3 and n4�,
which lie at the line normal to the interface at point i, were se-
lected. The spacing between points i, n1, n2, and i, n3, n4 �Fig.
1�a�� was fixed and equal to �. Then temperature values at these
four points �n1–n4� were obtained by the bilinear interpolation
based on four nearest nodal values of temperatures. The gradient
pointing into solid phase was then calculated from the expression:


 �T�

�n�

s

=
4Tn1

� − Tn2
� − 3Ti

�

2�
�26�

Similar expression was applied for the gradient pointing into liq-
uid phase. Next, by using Eq. �24�, the incident �qri,s,in ,qri,l,in� and
emitted �qri,s,out ,qri,l,out� radiative heat fluxes at the marker point i
were calculated. To find these incident fluxes, nodal intensity val-
ues of the control volume, at which boundary marker point i lies,
were used. Finally, the marker velocity was obtained from Eq.
�15�.

3.3 Immersed Boundary Technique for Energy Equation.
Calculations were performed on the fixed Cartesian grid. For the
case when the rectangular mesh was cut by the solid-liquid inter-
face the immersed boundary technique was applied �23�. This
technique enables handling different optical and thermophysical
properties of solid and liquid phases and phenomena that occur at
the solid-liquid interface. This is different than in the case of the
enthalpy method, which assumes average properties at control
volumes that contain the solid-liquid interface, and therefore, is
not suitable for dealing with opaque, absorbing, emitting, and re-
flecting diffusively interface. In the immersed boundary technique
these phenomena can be incorporated into calculations with ease.
Also, the refraction of radiation at the solid-liquid interface can be
included. At first, cells cut by the interface were selected and
intersection points were found. Then the phase, in which cell cen-
ter lied, was identified. By using special procedure new control
volumes, which were in general trapezoidal in shape, were formed
on both sides of the solid-liquid interface as shown in Fig. 1�b�.
Subsequently the finite volume discretization was applied to those
irregular cells. Heat fluxes at face nos. 1 and 3 �see Fig. 1�b�� were
calculated using the two-dimensional interpolation function that
was linear in the x- or r-axis direction and quadratic in the y- or
z-axis direction:

T = c1xy2 + c2y
2 + c3xy + c4y + c5x + c6 �for 2D case�

�27�

The x- or r-component of temperature gradient was then directly
determined by differentiation of Eq. �27�:

�T

�x
= c1y

2 + c3y + c5 �for 2D case� �28�

Similar expressions were obtained for gradients in the y- or z-axis
directions but the interpolation function was quadratic in the x- or
r-axis directions, while linear in the y- or z-axis directions. The
temperature gradient at face no. 4 was calculated by using the
linear interpolation along the normal to the interface—Eq. �26�,
while for the face no. 2 the standard finite volume approximation
was adopted. Then Eqs. �26� and �28� for gradients at trapezoidal
control volume faces were incorporated into the global system of
equations for temperature, Eq. �16�, substituting in the implicit
manner for expression nj ·gradjT

�n+1 at respective faces.

3.4 Immersed Boundary Technique for RTE. In the case of
the immersed boundary technique for the RTE, additional terms,
which accounted for the emission and reflection of the thermal
radiation at the solid-liquid interface, were added to the left hand
side of discrete RTE, Eq. �17�, for the reshaped trapezoidal control
volumes �Fig. 2� following Byun et al. �24�. These terms were
expressed in the form: imDmdAi. For the control volumes adjacent
to the solid-liquid interface, the discrete angular direction does not
coincide with control volume faces and control angles overhang-
ing these faces as shown in Fig. 2. The solution for this problem is
to use the exact treatment, which keeps conservation of radiant
energy. In this approach the overlapped control angle is divided
into two parts associated with incoming and outgoing intensities
�Fig. 2�, and then the step scheme is applied �29� as follows:

imDm = iP
mDP

m + ii
mDi

m �29�

where DP
m is associated with incoming part of the overhanging

control angle �Fig. 2, in� and Di
m is associated with outgoing part

of the overhanging control angle �Fig. 2, out�.
In the present paper it was assumed that the thermal radiation

may propagate either in one phase: solid or liquid, or in both
phases. For the case when the thermal radiation was present only
in one phase, the other one was blocked off �24�. The solid-liquid
interface was assumed to be opaque, absorbing, emitting, and re-
flecting diffusively, kept at fixed temperature equal to the melting
temperature. But the presented numerical approach can also be
implemented when the solid-liquid interface is semitransparent
and is treated as the Fresnel interface. Then this numerical proce-
dure should incorporate Snell’s law at the solid-liquid interface
and should be developed to conserve radiant energy transferred
from one angular direction to another as a results of reflection and

Fig. 1 Scheme for interpolation: „a… normal temperature gradi-
ents at interface and „b… gradients at faces of trapezoidal cells Fig. 2 Sketch of control volume, which adjoins the solid-liquid

interface, and a view of the overhanging control angles. Face
intensities „ii=1,2,3

m
… were interpolated following step scheme Eq.

„21…, whereas the interface intensities „ii=1,2
m

… following Eq. „29….
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refraction of the thermal radiation at the solid-liquid interface, in
similar manner as was done by Murthy and Mathur �30� for the
fixed interface.

4 Verification of the Numerical Model
Results obtained from the presented numerical model were

compared with results of other studies. For the sake of brevity
only a few examples for the thermal radiation were presented.
Details about numerical calculations setup were omitted but they
can be found in the references. The results only for solidification
of opaque pure materials, pure radiation and combined radiation-
conduction problems were checked because the literature lacks
results of conduction-radiation controlled solidification. First, the
results for solidification of opaque pure materials were compared
with Swaminathan and Voller �31� and the commercial code FLU-

ENT. Then numerical results for pure radiation problem for two-
dimensional and axisymmetric geometry were compared with the
results presented by Byun et al. �24� and by Salah et al. �32�,
respectively. In Fig. 3 dimensionless radiative heat fluxes at the
bottom wall of the two-dimensional semicircular enclosure with
empty internal circle for different values of the absorption coeffi-
cients are presented against the exact results �24�. Comparison of
the results of Salah et al. �32� for the axisymmetric nozzle-shaped
enclosure with current work is shown in Fig. 4. Finally, the results

for two-dimensional transient combined conduction-radiation
problem without solidification were matched with the results of
Mishra et al. �33�, Fig. 5, for an absorbing, emitting, and isotro-
pically scattering medium with the albedo =0.5. All results are
found to be in good agreement. It is worth noting that values of
the Fourier number in Fig. 5 correspond to nondimensional time
�, introduced by Mishra et al. �33� as follows: �=Fo�.

5 Simulation Results and Discussion
The proposed fixed grid front tracking model with the im-

mersed boundary technique was subsequently applied to solve
radiation-conduction dominated solidification process of semi-
transparent materials for two-dimensional and axisymmetric ge-
ometry, to show capabilities and potential application area of the
presented method. Influence of the conduction-radiation param-
eter Nr and the optical thickness of the layer � on temperature
fields and on the solid-liquid interface locations were also exam-
ined in order to find an impact of the thermal radiation on phase-
change process. Calculations were performed assuming following
configurations of the optical properties: �a� semitransparent solid
phase and opaque liquid phase, �b� opaque solid phase and semi-
transparent liquid phase, and �c� semitransparent both solid and
liquid phases.

5.1 Two-Dimensional Cartesian Simulation. The two-
dimensional rectangular enclosure with the width and the height
equal to 2Lx� and Ly�, as shown in Fig. 6�a�, was first investigated.
It was assumed that the bottom boundary was opaque, emitting,
and reflecting diffusively, and subjected to the external convective
cooling by the surroundings. The other walls were treated as adia-
batic. Most of thermophysical and optical properties of the me-
dium were taken according to Lan and Tu �15� �properties of the
YAG crystals�. The dimensionless quantities were fixed at the fol-
lowing constant values: c�=1.0, k�=0.5, n�=1.0, Tinit

� =1.1, Lx�

=1.0, Ly�=2.0, Ke
�=1.0, Ks

�=1.0, Fo=0.3, Nu=106, Ste=3.46,

w=1.0, 
i=0.3, and ��=1.0. The scattering phase function was
assumed isotropic. To make the problem two-dimensional, the
ambient temperature was assumed to vary according to the rela-
tion: T�

� =0.85–0.1 cos��x��. The properties, which changed dur-
ing the calculation, were made equal to Nr=1.0,0 .1 ,0.01, �
=10.0,1 .0 ,0.01 �the bold values were taken as the default ones�.
The spatial domain and the solid angle were discretized as Nx
�Ny=20�40 and N��N�=8�4, respectively. Due to symmetry
of the thermal problem half of the medium in the cavity was
considered. At the symmetry plane appropriate symmetry bound-
ary conditions for EE and RTE �30� were applied, i.e.,

Fig. 3 Comparison of dimensionless radiative heat fluxes dis-
tribution at the bottom wall of the two-dimensional semicircular
enclosure with an internal circle

Fig. 4 Comparison of dimensionless radiative heat fluxes dis-
tribution at the right wall of the axisymmetric nozzle-shaped
enclosure

Fig. 5 Comparison of transient dimensionless temperature
distribution along the centerline for two-dimensional
conduction-radiation heat transfer for an absorbing, emitting,
and isotropically scattering medium with �=0.5
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�T�

�nsp
�

= 0 and i�sr� = i�s� �30�

where sr=s−2�s ·nsp�nsp is the symmetric direction of s, with
respect to the boundary. Temperature distributions at x�=0.5 and
locations of the solid-liquid interface in cavity are shown at the
accompanying figures.

In Fig. 7�a�–7�c� distributions of dimensionless temperature and

solid-liquid interface locations are shown as a function of the
conduction-radiation parameter Nr. As Nr increases, the heat con-
duction becomes dominant. Semitransparent solid or liquid phase
are then less radiatively cooled and eventually for Nr above unity
solidification proceeds as for an opaque material. Decreasing Nr
favors internal radiative cooling and limits the share of conductive
heat transfer in the total heat flux. For semitransparent solid �Figs.
7�a� and 7�c�� temperature distribution becomes concave as heat
becomes more directly transmitted to the wall by the thermal ra-
diation. More heat is removed from the vicinity of the solid-liquid
interface and therefore the rate of solidification is increased. For
semitransparent liquid phase �Figs. 7�b� and 7�c�� the internal ra-
diation decreases temperature in bulk liquid, more heat is trans-
ferred by the thermal radiation to the solid-liquid interface, and
therefore, the rate of solidification is lower than for semitranspar-
ent solid phase.

The optical thickness of the layer � exerts the strongest effect
on temperature distribution and solidification rate when it is close
to unity—Fig. 8. Increasing in � above unity reduces radiative
cooling, because the distance between successive absorption and
scattering of the radiation decreased as � increases and the me-
dium becomes optically thicker. Decreasing � below unity also
contributes in reducing radiative cooling, because of the medium
becomes more transparent as � falls. More comments on influence
of Nr and � on the solidification process can be found in Refs.
�9,10,14,17�.

5.2 Axisymmetric Simulation. The axisymmetric rectangular
domain with the width and the height equal to Lr� and 2Lz�, as

Fig. 6 Schematic sketches of computational domains: „a… two-
dimensional and „b… axisymmetric

Fig. 7 Temperature distributions along x�=0.5 „left… and front
locations „right… for varying Nr „„a… semitransparent solid
phase, opaque liquid phase; „b… opaque solid phase, semi-
transparent liquid phase; and „c… semitransparent both phases…

Fig. 8 Temperature distributions along x�=0.5 „left… and front
locations „right… for varying � „„a… semitransparent solid phase,
opaque liquid phase; „b… opaque solid phase, semitransparent
liquid phase; and „c… semitransparent both phases…
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shown in Fig. 6�b�, was also investigated. This geometry mimics a
metal canister used in the high temperature thermal energy-
storage system for the space applications. The void that normally
exists in such a canister due to different densities in solid and
liquid phases, was neglected in the current work, because it was
assumed that densities of solid and liquid phase had the same
value. For the space applications, the convection in the liquid
phase can be also neglected as in the considered example. Right,
top, and bottom boundaries of the domain were subjected to ex-
ternal convective cooling by the surroundings, left wall was the
axis of symmetry. Moreover, only a half of the medium in the
cavity was considered due symmetry of the thermal problem.
Most of thermophysical and optical properties of the medium
were taken according to Yimer �13� �properties of fluoride salt
with eutectic weight composition of LiF—41.27%,
MgF2—48.76%, and KF—8.95%�. The dimensionless quantities
were fixed at the following constant values: c�=1.0, k�=1.0, n�

=1.0, ��=1.0, Tinit
� =1.1, T�

� =0.6, Lr�=1.0, Lz�=2.0, Ka
�=1.0, Ke

�

=1.0, Ks
�=1.0, Fo=0.5583, Nu=1.1, Ste=1.69, 
w=0.8, 
i=0.6,

and =0.0. The scattering phase function was assumed isotropic.
The properties, which varied during the calculation, were made
equal to: Nr=0.1,0 .2 ,0.42, �=0.03,0 .3 ,3.0,30.0 �the bold val-
ues were taken as the default ones�. The spatial domain and the
solid angle were discretized as Nr�Nz=40�40 and N��N�=8
�4, respectively.

In Fig. 9 distributions of dimensionless temperature along line
d� �Fig. 6�b�� and position of the solid-liquid interface are plotted
for different optical configuration �cases A, B, C, and opaque ma-
terial�. The internal radiation in liquid phase contributes to de-
creasing liquid temperature at the initial state of the process and to
a little increase in solidification rate, whereas internal radiation in
solid phase increases heat transfer from the solid-liquid interface
to the cooled boundaries and therefore strongly accelerates solidi-
fication. For cases A and C, the solid-liquid interface propagates
further than for case A and opaque material. The thermal radiation
effect is the most pronounced for the case C, and therefore, only
results obtained for this case are further presented.

The influence of the conduction-radiation parameter Nr for case
C �semitransparent both solid and liquid phases� is shown in the
Fig. 10. The conclusion is the same as for Fig. 7—the share of the
radiation in the total heat transfer increases as Nr falls and then
radiative cooling through semitransparent solid is enhanced.
Therefore more material is solidified as can be observed in Fig.
10.

The influence the optical thickness of the layer � is shown in
Fig. 11. The most pronounced radiative cooling is for � close to
1.0 �the same value as for 2D Cartesian simulation, Fig. 8�. Above
�=1.0 the material becomes optically thicker whereas below �
=1.0 more transparent, and therefore less radiatively cooled.

6 Conclusions
In this work the front tracking method together with the im-

mersed boundary technique was applied to solve solidification
process of semitransparent materials. This combined approach en-
abled accurate dealing with different optical and thermophysical
properties of solid and liquid phases as well as with the absorp-
tion, emission, and reflection of the thermal radiation at the solid-
liquid interface, as was shown in the present paper. Moreover,
being based on the fixed grid, the approach does not need adap-
tation of meshes to the solid-liquid interface shape and therefore,
interpolation of field variables in every iteration of solving proce-
dure seems unnecessary.

It was proved that the proposed method can be effectively used
for the solution of problems formulated in different coordinate
systems. The numerical model was applied to two different geo-
metrical configurations, i.e., two-dimensional Cartesian and axi-
symmetric cases with different thermophysical and optical prop-
erties in solid and liquid phases. The test cases with complex fixed
boundaries reveal the good accuracy of the presented method,
whereas simulation with complex moving boundaries and opaque,
absorbing, emitting, and reflecting diffusively solid-liquid inter-
face show the capabilities and potential application area of the
presented method. Three combinations of optical properties, i.e.,
semitransparent solid phase and opaque liquid phases, opaque
solid phase and semitransparent liquid phase, and semitransparent
both phases were considered during the simulations of solidifica-
tion process. Effects of the optical parameters such as the
conduction-radiation parameter and the optical thickness of the
layer on temperature distribution in the solidified system, solidi-
fication rate, and on the solid-liquid interface shape were studied.
The results of our numerical calculations reveal strong influence
of the thermal radiation on solidification process of semitranspar-
ent materials. It was found, that depending on configuration of the
optical properties of the phases, strong internal thermal radiative
cooling decreases temperature in solid or bulk liquid, respectively,

Fig. 9 Temperature distributions along line d�
„left… and front

locations „right… for different optical configurations „case A:
semitransparent solid phase, opaque liquid phase; case B:
opaque solid phase, semitransparent liquid phase; and case C:
semitransparent both phases…

Fig. 10 Temperature distributions along line d�
„left… and front

locations „right… for varying Nr for case C: semitransparent
both phases

Fig. 11 Temperature distributions along line d�
„left… and front

locations „right… for varying � for case C: semitransparent both
phases
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and leads to higher or lower rate of solidification. The most pro-
nounced radiative cooling was observed for small value of the
conduction-radiation parameter and for the optical thickness close
to unity.

The presented model is still being developed. Reflection and
refraction of thermal radiation at the solid-liquid interface, aniso-
tropy of properties of the solid phase, thermosolutal convection,
and macrosegregation are planned to be included to better simu-
late real processes.
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Nomenclature
I � radiation intensity, W /m2 sr

Ka � absorption coefficient, 1/m
Ke � extinction coefficient, 1/m
Ks � scattering coefficient, 1/m
Lf � latent heat of melting, J/kg

Lx ,Ly � dimension of two-dimensional computational
domain, m

Lr ,Lz � dimension of axisymmetric computational do-
main, m

T � temperature, K
Tm � melting temperature, K
V � interface velocity, m/s
cp � specific heat, J /kg K
k � thermal conductivity, W /m K
n � refractive index
n � normal vector
q � density of heat flux, W /m2

q � heat flux vector, W /m2

r ,z � axisymmetric coordinates
s � radiation direction vector
t � time, s

x ,y ,z � Cartesian coordinates
h � convective heat transfer coefficient, W /m2 K

 � surface emissivity
� � azimuthal angle, rad
� � polar angle, rad
� � density, kg /m3

� � Stefan–Boltzmann constant, W /m2 K4

� � scattering phase function
 � albedo
� � solid angle, sr

Subscripts
i � associated with interface

in � incident
l � liquid phase

out � emitted
r � associated with radiation
s � solid phase

w � wall
� � surroundings
z � solid or liquid phase

Superscripts
* � nondimensional
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Heat Transfer Augmentation:
Radiative-Convective Heat
Transfer in a Tube With Fiber
Array Inserts
Gas-phase heat transfer plays a critical role in many high temperature applications, such
as preheaters, combustors, and other thermal equipment. In such cases common heat
transfer augmentation methods rely on the convective component alone to achieve im-
proved internal performance. Radiatively assisted heat transfer augmentation has been
suggested as a way to overcome limitations in convective-only enhancement. One ex-
ample of such a technique is the fiber array insert; thermal radiation emitted by tube
walls is captured by a large number of slender fibers, which in turn convect heat to the
flowing fluid. Previous numerical studies have indicated that this technique represents a
promising enhancement method warranting further investigation. This paper presents
results from an experimentally based feasibility study of fiber array inserts for heat
transfer augmentation in an externally heated duct. Fibers composed of 140 �m silicon
carbide and 150 �m stainless steel were assembled in arrays with porosities around
0.98, and were tested for empty-tube Reynolds numbers ranging from 17,500 to 112,500
and wall temperatures from ambient up to 750°C. The arrays cause a significant pres-
sure drop—roughly two orders of magnitude higher than the empty-tube case—but tube-
side heat transfer coefficients were improved by up to 100% over the convective-only case
in the low flow rate regime. The stainless steel fiber array exhibited similar heat transfer
performance as the silicon carbide case, although pressure drop characteristics differed
owing to variations in fluid-structure flow phenomena. Pressure drop data were roughly
within the range of d’Arcy law predictions for both arrays, and deviations could be
explained by inhomogeneities in fiber-to-fiber spacing. Heat transfer was found to depend
nonlinearly on wall temperature and flow rate, in contrast to previously reported numeri-
cal data. �DOI: 10.1115/1.4000189�

1 Introduction
Heat transfer to and from gases like air or steam is a critical

operation in many technical applications, especially in high tem-
perature systems like preheaters for combustors or systems for
recovering the enthalpy of exhaust gases. In these settings convec-
tion is the primary mode of heat transfer, since gases typically
have low thermal conductivity and are transparent to infrared ra-
diation. Enhancement techniques like fins and turbulence promot-
ers are well known, although there are limits to the amount of
augmentation or allowable pressure drop tradeoffs. Exploiting the
radiative component for promoting heat transfer at higher tem-
peratures �say 500°C or more� remains a promising area for the
development of advanced heat exchange equipment. Seeding gas
flow with radiatively absorbing particles is one approach; fluid-
ized beds are another example. However in most cases the intro-
duction of particles would risk damage to downstream
components—near 100% particle separation is impractical—so a
fixed porous insert would be preferred. The key is to design an
insert that allows for radiative enhancement while minimizing
frictional losses, which points to the need for extremely high-
porosity media.

In the early 1990s, Im and Ahluwalia �1� proposed a fiber array
concept for achieving radiative heat transfer augmentation in in-
ternal, high temperature flows. The concept is illustrated in Fig. 1;

in short thermal radiation emitted by the heated walls is captured
by a number of slender �approximately 100 �m� fibers, which in
turn convect this energy to the flowing fluid. One-dimensional
calculations were employed to determine the net heat transfer as a
function of fiber material �SiC, SiO2, Al2O3, and metals�, fiber
diameter, array porosity, and flowrate. Results indicated that the
best enhancement would occur at lower porosities and higher wall
temperatures, and that SiC and metals were the preferred fiber
materials.

Martin and co-workers �2,3� conducted a two-dimensional nu-
merical investigation considering the fiber array as a nongray po-
rous media with prescribed permeability �so-called micro-macro
modeling approach�. The fact that an optimum in heat exchange
effectiveness was found at a porosity of 0.96 �corresponding to an
optical depth of about 6� demonstrated that low porosities were
not necessary favored. Otherwise findings essentially confirmed
those presented by Im and Ahluwahlia �1�, including the impor-
tance to account for differences in local fiber-fluid temperatures
�expressed as departure from local thermodynamic equilibrium�.

Chen and Sutton �4� performed numerical calculations for in-
vestigating the heat transfer enhancement with porous media in a
cylindrical duct. Their model had a porous core and a free fluid
annular section. Both thermal and hydrodynamic boundary layers
were not fully developed. A special integral equation was em-
ployed for solving the radiative heat transfer equation. Results
showed that the convective and radiative Nusselt numbers are
increased by 35% and 105%, respectively, with the porous insert
compared with the case without porous inserts.

Clearly the fiber array concept merits experimental investiga-
tion based on the positive results of the above numerical studies.
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The objective of the present work is to design, build, and operate
a test section for feasibility studies of high-porosity �0.98 and
higher� fiber arrays composed of SiC and stainless steel. Aside
from quantifying experimental heat transfer and pressure drop
characteristics, this study sheds light on some of the practical
issues experienced when assembling a fiber array.

2 Experiments

2.1 Test Rig. Measurements were conducted with a test rig
shown in Fig. 2. The airflow was driven by a fan and its mass flow
rate measured by an orifice plate. Afterwards, the air entered a
settling chamber fitted with a mesh and a flow conditioner for
dissipation of strong vortices. The core piece of the test rig was a
heat exchanger tube made of Inconel 600 �emissivity �=0.5� with
an inner diameter of 42 mm. Measurements were conducted with
two tubes of different lengths2—340 mm and 1000 mm. Essen-
tially one can say that the shorter tube was used first in order to
minimize the length of the array �challenging to install it for the
first time� and to ensure that most of the section was heated. Later
it was understood that the inlet geometry coupled with the short
length meant that complexities at the entry inhibited fully devel-
oped flow to be obtained. A redesign to a longer tube was then
employed, and calculations indicated that entry effects would be
sufficiently reduced after approximately 15D �see Hantsch �5��.
Due to the fact that the end faces were closed by plates fixing the
fibers in the tube, the air flow had to enter and leave the tube
through three apertures on each side. In the short tube, the heated
section3 was placed exactly in the middle between inlet and outlet
�see Fig. 2�b��, and in the long tube the test section was located
close to the outlet for offering a length of 650 mm ��15.5D� for
developing the air flow until entering it. The test section was built
similar in both tubes. Four heaters were placed between the pres-
sure taps �see Fig. 2�b��.

Perforated plates of sheet steel �EN 10270-3: 1.4319; hole di-
ameter: 0.5 mm, hole density: 967660 m−2� were mounted at the
ends of each Inconel test section in order to form the fiber array.
Fibers were threaded manually through the holes, forming a trian-
gular pattern, and a temperature-resistant ceramic adhesive was
used to fix the fibers in place. More details on the assembly can be
found in Hantsch �5�. Two different materials were used as fibers:
a composite of silicon carbide �SiC� with a carbon core; and stain-
less steel �EN 10270-3: 1.4310�. Their characteristic properties are
shown in Table 1. The supplier for the SiC fibers is Specialty
Materials, Inc., Lowell, MA.

2.2 Measurements and Evaluation

2.2.1 Measurement System. Temperature measurements were
conducted with thermocouples type N whose voltages were con-
verted into temperatures by a multimeter �Keithley 2701/7706,
interfaced to PC via LABVIEW�. Temperatures were measured at
specific positions �see Fig. 2�: gas temperatures at inlet and outlet
of the tube; wall temperatures in the test section; and the ambient
temperature. At the outlet of the tube, gas temperatures were mea-
sured over each of the three apertures and their values were aver-
aged for determining the outlet temperature. The maximum differ-
ence of these three temperatures was 5–10°C, depending upon
flowrate and temperature.

Pressure drop over the test section was measured with a trans-
ducer �Sensortechnics GmbH, Puchheim, Germany, PCL �6�� pro-
viding an analog signal which was converted into a pressure read-
ing via a calibration curve. In the short tube, the pressure drop was
measured with one tap on either side, whereas in the long tube
three taps on either side were used for averaging the pressure
information at the respective position. For calculating the mass
flow rate, an orifice plate was used where the pressure drop and
the pressure difference to ambient conditions were measured by a
transducer �Sensortechnics, HCX �7�� and a water column, respec-
tively. The ambient pressure was measured with a digital barom-
eter �Weston Aerospace, Farnborough, UK, 7885 Digital Pressure
Module �8��

Electrical power input was measured as the total input of four
heaters with a power meter �Yokogawa, Electric Corp., Mitaka,
Japan, WT130 �9��.

2.2.2 Further Quantities. For characterizing the flow regime,
the Reynolds number is calculated via

Re =
ṁLch

A�
�1�

by using the hydraulic diameter as characteristic length scale

Lch = Dh =
D2 − nd2

D + nd
�2�

and the free cross section

A = 0.25��D2 − nd2� �3�

where ṁ is the mass flow rate, � the dynamic viscosity, D the
tube’s inner diameter, n is the number of fibers, and d is their
diameter. Heat transfer characteristics are determined with the
Nusselt number:

Nu =
PinLch

�DLk��tw� − �tg��
�4�

where k and �tg�=0.5�tout+ tin� are the thermal conductivity and
averaged temperature of the gas, respectively, �tw�=1 /3�tw1+ tw2

+ tw3� is the averaged wall temperature, D is the inner tube diam-
eter, and L is the length of the test section. Lch is the characteristic
length scale.

Based on the measured electrical power input, the total power
input in the system can be calculated with

2Denoted below as short and long tubes, respectively.
3Denoted below as test section.

cool
gas

Qconv,w−g

hot
gas

single longitudinal
fiber

Qconv,f−g

Qrad,w−f

Fig. 1 Model of the system with heat fluxes

Table 1 Characteristic properties of fiber materials

Property SiC Steel

Diameter d, in mm 0.14 0.15
Young’s modulus, in GPa 380 210
Density �, in kg /m3 3000 7850
Emissivity � 0.93 0.65

023505-2 / Vol. 132, FEBRUARY 2010 Transactions of the ASME

Downloaded 05 Dec 2010 to 193.140.21.150. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



Pin = Pel − Q̇loss = ṁ�cp�tout�tout − cp�tin�tin� �5�

where Pel is the electrical power, Q̇loss are the heat losses, ṁ is the
mass flow rate, cp is the specific heat capacity at constant pres-
sure, and tin and tout are the gas temperatures at inlet and outlet of
the tube, respectively.

The heat losses, depending on the wall temperature, are esti-
mated separately by closing the tube and measuring the electrical
power input. According to Eq. �5�, the heat losses equal the elec-
trical power input for stagnant conditions.

By using relations derived from Stokes flow analysis, Drum-
mond and Tahir �10� devised explicit expressions for the perme-
ability of longitudinally aligned cylinders, a logical basis for com-
parison to experimental results. Considering a triangular array, the
share of solid phase is

�s =
�

2�3
	d

l

2

�6�

where d is the fiber’s diameter and l is the distance of their cen-
ters. Assuming an ideal, homogeneous, and infinite array, the per-
meability in axial direction is then

K =
d2

16�s
�ln	 1

�s

 − 1.498 + 2�s − 0.5�s

2 − 0.002514�s
6�

�7�

By applying d’Arcy’s law

�p =
ṁ�L

AK
�8�

where ṁ is the mass flow rate, A is the free cross section, Eq. �3�,
K is the permeability, � is the kinematic viscosity, and L is the
length of the test section, one can calculate the pressure drop �p.
At higher mass flows inertia becomes important and has to be
considered by using the Forchheimer equation:

�p =
�

K
�u� + b��u�2 �9�

where � and � are the dynamic viscosity and density of gas,
respectively, and b is an empiric constant �Note that b can also be
considered to be a nonconstant parameter, as noted by Huang and
Ayoub �11�. However, no attempt is made to further clarify b in
this study due to the fact that only one porosity is considered.� The
cross section averaged velocity �u� is calculated with the continu-
ity equation

�u� =
ṁ

�A
�10�

where � is the density of the gas. By introducing the friction factor

f =
2�p

��u�2 �11�

the hydrodynamical influence of the fibers can be shown.

2.2.3 Error Analysis. Measurement uncertainties are based on
a confidence interval of 95%. For analyzing the data, the mean
values and root-mean-square values are calculated. The total vari-
ance for a measured mean value is the sum of the variance of the
device and two times the variance of the mean of the measure-
ments. The uncertainties of the different measuring devices are
shown in Table 2. This approach corresponds to type A given in
NIST standards �12�.
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a b

t w
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Fig. 2 Test rig and details of short and long tube; „a… Test rig: „1… Exhaust pipe, „2… orifice plate, „3…
heaters, „4… heat exchanger tube, „5… settling chamber, „6… flow conditioner, „7… mesh, „8… orifice plate, „9…
fan; „b…: Positions of the test section in short and long heat exchanger tube
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The uncertainties of derived general quantities �� are calcu-
lated with an equation for the maximum uncertainty by using the
linear part of the Taylor series. The absolute values of the partial
deviations multiplied with the total uncertainty of the measured
quantities, are then summed up:

�� = 
i

� ��

�	i
�	i� �12�

The uncertainty of the mass flow rate is calculated according to
the equation given in ISO 5167 �13�.

2.3 Experimental Procedure. Test series were performed at
mass flow rates in the range of 0.010 to 0.065 kg/s and wall
temperatures of 20–750°C. Measurements in the short tube were
conducted with an array of 817 SiC fibers, and in the long tube
with an array of 1250 SiC fibers and a second array with 1244
stainless steel fibers. In Table 3 the respective temperature-
averaged Reynolds numbers are shown.

After setting the wall temperature, the system stabilized and
finally the measurement was taken. During 5 min approximately
300 sets of readings were recorded and stored in an ASCII file.
Averaging and calculation of the root-mean-square value was per-
formed with a C

 program.

3 Results and Discussion

3.1 Pressure Drop Measurements. In Fig. 3 the friction fac-
tors are presented, depending on Reynolds number with the hy-
draulic diameter as characteristic length scale. In each diagram
measurements with fibers as well as the theoretical friction factor
according to d’Arcy, Eqs. �7� and �8�, are shown. Measured values
are normalized to 25°C and analytical values are calculated with
properties at this temperature.

In Fig. 3�a� the friction factor of SiC fiber-filled tube is much
lower than values predicted with the d’Arcy relation. Additional
measurements with the empty short tube showed a pressure recov-
ery in the flow direction, which indicates that the pressure mea-
surement at the inlet of the test section is strongly affected by the
entry vortex. Figure 3�b� shows the friction factor in the long tube
with SiC and stainless steel fibers. It is obvious that their influence
on the flow is roughly the same for low Reynolds numbers, but
lower than predicted with d’Arcy’s law. The SiC fibers show

strong fluctuations, which are displayed separately in Fig. 4, and a
lower friction factor from an apparent transition zone at approxi-
mately ReDh=12,300 onwards. Stainless steel fibers show this
transition at higher Reynolds numbers, close to 16,800. The fact
that SiC and steel arrays exhibited such different flow character-
istics is not fully understood. Attempts to link transition to fluc-
tuating flows via aeroelastic considerations were inconclusive.
Other factors like fiber prestress or the fact that the SiC fibers
were possibly not tensed as strong as the stainless steel fibers
could possibly have played a role.

For distinguishing the permeability of the array, the Forchhe-
imer equation, Eq. �9�, is fitted to the pressure drop measurements
�see Fig. 4� up to the so-called transition Reynolds number
�12,300 for SiC and 16,800 for steel�. In Table 4 the results are
shown. By calculating the d’Arcian Reynolds number, with
�Kmeasured as length scale, one comes to the conclusion that the
flow is in the non-d’Arcy regime, with Re�K�750�1. Another
finding relates to the fact that measured permeability is one order
of magnitude higher than the theoretical permeability. This effect
can be explained by considering that Drummond and Tahir �10�
assumed an infinite, ideal, and homogeneous array of rigid paral-
lel cylinders. Since the arrays are limited in size, with a higher
local porosity close to the wall and nonuniformities in fiber spac-

Table 2 Systematic uncertainties of the measurement devices

Device Uncertainty

Pressure sensor mass flow 0.125% of full scale
Pressure sensor tube 0.32% of full scale
Pressure sensor ambient 0.1% of full scale
Thermocouple 0.75%T
Power meter 0.25%P+0.1% range
Measurement of tube diameter 0.25 mm

Table 3 Temperature-averaged Reynolds numbers of the test
series based on the respective hydraulic diameter

ṁ
�kg/s�

ReDH

Empty Short tube SiC
Long tube

SiC Steel

0.010 17,500 4680 3370 3200
0.020 34,700 9320 6710 6390
0.030 52,000 13,960 10,050 9550
0.040 69,300 18,600 13,400 12,720
0.050 86,500 23,250 16,750 15,900
0.060 103,800 27,890 20,100 19,080
0.065 112500 30,220 – –
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Fig. 3 Friction factor depending on Reynolds number with hy-
draulic diameter as length scale; „a… short tube with SiC fibers
and „b… long tube with SiC and steel fibers
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ing, it is obvious that the array is nonideal. Furthermore, buckling
effects can locally increase the distance of fibers and hence the
measured characteristic length. Additionally it should be men-
tioned that the short tube’s array has an annular section of ap-
proximately 3 mm width.

3.2 Heat Transfer Measurements. Heat transfer measure-
ments were designed to distinguish the influence of the fibers on
total heat transfer. The results of selected mass flow rates are
shown in Fig. 5. The Nusselt number, for better comparison being
based on the inner tube diameter, is plotted versus the averaged
wall temperature.

In the short tube, Fig. 5�a�, the heat transfer for the empty tube
shows the highest performance since the heat transfer is domi-
nated by convection due to the entry vortex. By inserting the
fibers, the flow is obstructed and therefore the convective heat
transfer reduced. Only for low mass flow rates and high wall
temperatures the loss of convection is compensated by radiation.
By comparing these results with those obtained by Im and Ahlu-
walia �1�, one can see that they also show the trend of nonlinear
increase with higher wall temperatures.

In the long tube, Figs. 5�b� and 5�c�, the Nusselt number with
fibers, SiC and stainless steel, respectively, exceeds in any mea-
sured point the Nusselt number of the empty tube. Contrary to the
findings of Im and Ahluwalia �1�, which suggested that the heat
transfer is independent of the Reynolds number, the experimental
measurements show a strong dependence on Reynolds number. Im
and Ahluwalia assumed the flow to be laminar for Reynolds num-
bers based on inner tube diameter below 100,000, and therefore
the Nusselt number was constant. The measurements have shown
that the Nusselt number increases with Reynolds number, but
the difference to the empty case decreases, because of forced
convection.

Due to the transition to strongly fluctuating flow, the heat trans-
fer is affected. This can be seen in Fig. 5�b� at mass flow rate 0.06
kg/s, where at low wall temperatures, the Nusselt number is
higher than at high wall temperatures. This effect is caused by
strong convection at low system temperatures. By increasing the
temperature, the viscosity increases also and eventually the strong
fluctuations diminish at highest wall temperature. Hence the con-
vection is reduced also, but from approximately 550°C on, the
radiation compensates the missing convection and the Nusselt
number rises again.

By comparing the results of SiC and stainless steel, one comes
to the conclusion that the Nusselt number of SiC fibers is only
slightly higher than the Nusselt number of stainless steel fibers.
This effect has previously been shown by Im and Ahluwalia �1�
who presented radiative heat transfer coefficients depending on
the radiative properties of different fiber materials. By taking into
account that the material for SiC fibers is approximately thirty
times more expensive than the material for stainless steel fibers,
it is obvious that further research shall be concentrated on steel
fibers.

4 Conclusion
Experiments were performed for investigating the influence of a

fiber array insert on the heat transfer and pressure drop in an
externally heated tube. Measurements in the short tube show that
the heat transfer is dominated by convection in both cases, with
and without fibers. Due to the fact that the fibers interfere with
normal convective process, the radiative-convective heat transfer
with fibers is only higher than in the empty tube from wall tem-
peratures of 500°C upwards and for low mass flow rates. Pressure
data demonstrate that the flow is strongly affected by an entry
vortex at the tube inlet. By using a longer tube, a thermally and
hydrodynamically developed flow could be established in the test
section. The pressure drop is obviously higher than in the case
without fibers but lower than expected with d’Arcy’s law. Deter-
minations of the permeabilities and characteristic length scales of
the arrays—SiC and stainless steel—show that they are one order
of magnitude higher than expected. This effect occurs because of
nonideal traits �e.g., nonuniform fiber-to-fiber spacing, and chan-
neling effects�.

Heat transfer enhancement by radiation with fiber array inserts
is clearly demonstrated. Depending on the mass flow rate and wall
temperature, the heat transfer with SiC fibers is up to 100%
greater than heat transfer without them. With stainless steel fibers
the enhancement is only little lower. Hence, stainless steel fibers

Table 4 Theoretical and measured permeabilities and their
square roots of the arrays fitted into Forchheimer equation

Short Long

SiC SiC Steel

Ktheoretical in 10−7 m2 3.23 2.24 2.13
Kmeasured in 10−7 m2 50.6 38.1 30.5
bmeasured 0.052 0.37 0.26
�Ktheoretical in 10−3 m 0.57 0.47 0.46
�Kmeasured in 10−3 m 2.25 1.95 1.75
d in 10−6 m 140 140 150
l in 10−3 m 1.25 1.09 1.09

50

100

150

200

100 200 300 400 500 600 700

N
u D

(a)

50

100

150

200

100 200 300 400 500 600 700

N
u D

(b)

50

100

150

200

100 200 300 400 500 600 700

N
u D

<tw> in °C

(c)

Fig. 5 Nusselt number depending on averaged wall tempera-
ture: „a… Short tube with SiC fibers, „b… long tube with SiC fi-
bers, and „c… long tube with stainless steel fibers; with ṁ
=0.06 kg/s „�…, ṁ=0.04 kg/s „�…, ṁ=0.03 kg/s „�…, and ṁ
=0.01 kg/s „�…. Empty symbols are used for the empty tube
and filled symbols are used for the same mass flow rate in the
fiber-filled tube.
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should be the material of choice for further investigations, since
they are relatively cheap and additionally less brittle and easier to
handle than SiC fibers. Further work should focus on developing
models for calculating the pressure drop and radiative-convective
heat transfer with fibers, and measuring heat transfer at even
higher wall temperatures. Additionally, more detailed investiga-
tions of fluid-solid aeroelastic interactions are of interest. In sum-
mary fiber arrays show strong potential for significant augmenta-
tion of gas-phase heat transfer, and it will be exciting to see if this
method will find applications in real thermal equipment.
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Nomenclature
A � cross section in m2

b � empiric constant
cp � specific heat capacity at constant pressure in

J/�kg K�
d � fiber diameter in m
D � inner tube diameter in m

Dh � hydraulic diameter in m
k � thermal conductivity in W/�mK�
K � permeability in m2

l � distance between centers of fibers in m
L � length in m
ṁ � mass flow rate in Kg/s
n � number of fibers
p � pressure in N /m2

P � power in W

Q̇ � heat rate in W
t � temperature in °C
u � velocity in m/s

Greek Letters
� � dynamic viscosity in kg/�ms�
� � kinematic viscosity in m2 /s

	, � � general quantities
�s � fraction of solid material in porous media

Dimensionless Numbers
f � friction factor: f = 2�p

��u�2

Re � Reynolds number: Re=
uLch

�
Nu � Nusselt number: Nu=

hLch

k

Subscripts
amb � ambient

ch � characteristic, generic length
conv � convective

el � electrical
f � fiber
g � gas
in � inside, inlet

loss � losses
out � outlet
rad � radiative

t � test section
w � wall
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Transient Radiation and
Conduction Heat Transfer in Glass
Sheets by the Thin Layer
Approximation
This paper is devoted to the simulation of 3D transient radiation and conduction heat
transfer occurring inside thin glass sheets undergoing high temperature processing. The
glass is considered as an absorbing, emitting, and nonscattering medium. The zonal
method is used to establish the governing radiation transfer model. Direct exchange
areas are calculated by the flux planes approximation. The thin layer approximation
(TLA) is then introduced for increasing CPU efficiency. Three different numerical inte-
gration schemes made possible by the TLA are presented. Comparisons are made, with
calculations performed using the finite volume method (FVM). The transient coupled
energy equation is solved by a full implicit control volume method using the incomplete
Cholesky conjugate gradient method. The heat transfer analysis of a glass sheet residing
inside a hot rectangular enclosure is studied. Results obtained by the zonal method, with
or without the TLA, are in close agreement with those obtained by the FVM. CPU
requirements for radiative heat transfer analysis of the zonal method with TLA are,
depending on the numerical integration scheme used, between 8 and 23 times smaller
than those of the zonal method without TLA. The difference between the results of the
different models never exceeds 4%. The zonal method with the TLA offered significant
improvements in CPU time when compared with the original zonal method with similar
or acceptable accuracy. �DOI: 10.1115/1.4000228�

Keywords: zonal method, finite volume method, thin layer approximation, coupled heat
transfer, glass

1 Introduction
Recently, considerable effort is being invested in the study of

heat transfer inside glass sheets undergoing high temperature pro-
cessing such as forming for windscreen production, tempering for
toughened glass production, or annealing to relieve internal
stresses. The reasons behind these studies are to increase the effi-
ciency of glass processing, which, regardless of recent advances
in computer engineering, remains heavily reliant on the skills and
diligence of the operator.

Solving the coupled radiative-conductive problem requires
solving the radiative transfer equation �RTE�, as well as the en-
ergy equation. Over the years, numerous numerical techniques
were developed to provide a quantitative assessment of radiation
effect. The most common ones being: the spherical harmonics
method �1�, the discrete ordinates method �2�, the finite volume
method �FVM� �3�, the discrete transfer method �4�, the Monte
Carlo method �5�, and the zonal method �6�. Recent developments
in computer processing power have made it possible to apply the
above methods for fairly complex applications. Once radiative
heat transfer is assessed, the energy equation can be solved.

Asllanaj et al. �7� used a FVM based on a cell vertex scheme
combined with a modified exponential scheme for solving the
radiative transfer equation �RTE� in 2D high temperature molten
glass. The transient radiation-conduction energy equation was
solved using the FVM �7�. Lentes and Siedow �8� simulated ra-
diative heat transfer in 3D glasses and glass melts using an im-

proved diffusion approximation method, particularly adapted for
nongray calculations. Siedow et al. �9� later applied the method to
determine the temperature along flat glass thickness during tem-
pering. Frattolillo et al. �10� used a FVM to perform a 3D simu-
lation of transient radiation-conduction and convection heat trans-
fer during the forming of flat glass sheets for automotive
windscreen production. Virgone et al. �11� used a first order
spherical harmonics method for the description of radiative heat
transfer, and a control volume method for the discretization of the
coupled radiation-conduction problem. Van der Linden �12� devel-
oped the algebraic ray tracing method for the analysis of radiative
heat transfer in glass like semitransparent media.

The aim of this paper is to propose an efficient method for
radiative heat transfer analysis for glass sheets undergoing form-
ing, tempering, annealing, or any similar high temperature pro-
cessing. The zonal method developed by Hottel and Cohen �13�,
and later expanded by Hottel and Sarofim �14� to include isotropic
nongray media, is used to establish the governing radiation trans-
fer model. One of the many advantages of the method is that solid
angles are directly integrated when solving the RTE, thus elimi-
nating false scattering and ray effect. In this method, an enclosure
is decomposed into a number of isothermal volume and surface
elements. Radiative heat exchange inside the enclosure is repre-
sented by total exchange areas �TEAs�, which are deduced from
direct exchange areas �DEAs�. The simplicity of the zonal method
resides in its ability to directly correlate temperature and heat flux
without ever passing by the radiative intensity. Employment of the
zonal method is generally restricted to applications where radia-
tive properties are independent of temperature, thereby requiring
the calculation of TEAs only once.

The flux planes approximation is used for DEA calculation.
Glass is considered as an absorbing, emitting, and nonscattering
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medium. The thin layer approximation �TLA� is then introduced
for increasing CPU efficiency. The TLA makes benefit of the ex-
tremely thin thickness of glass sheets compared with their surface
area to reformulate new equations for DEA calculation. Different
resolution schemes are proposed and tested for solving the new
DEA equations. The different models are then used for DEA cal-
culation and coupled radiative-conductive heat transfer analysis in
a glass processing furnace. Results are compared with others ob-
tained using FVM. The coupled energy equation is solved by a
full implicit control volume method using an incomplete Cholesky
conjugate gradient method �ICCG�.

A drawback of the zonal method is that it is not compatible with
CFD modeling. When using the zonal method in applications
where fluid mechanics and convective heat transfer are not negli-
gible, a macroscale fluid dynamics modeling, such as the pressur-
ized zonal method, is sometimes used �15�. Macroscale fluid dy-
namics offer reasonable accuracy when estimating simple fluid
dynamics phenomena and overall flow distribution. Nevertheless,
convective heat transfer and fluid mechanics are not considered in
the applications since the aim of this paper is to present the TLA
method for radiative heat transfer.

2 Physical Model and Governing Equations
A simple schematic 2D representation of a standard processing

furnace is presented in Fig. 1. A glass sheet of large surface area
and very small thickness with respect to the furnace dimensions
�Lg /Dg�1 and Df /Dg�1� resides inside the hot enclosure. In
such furnaces, glass sheets are heated primarily by radiation, to
high temperatures ��600°C� where processing, such as forming,
tempering, or annealing, takes place. The enclosure is filled with
air, which is totally transparent, and therefore, does not participate
in radiation.

In order to apply the control volume method for heat transfer
analysis, the glass is divided into n control volumes in thickness,
and m control volumes in length. Each control volume is repre-
sented by a single isothermal node of specific physical and optical
characteristics. The transient energy equation in a 2D participating
media for combined conduction and radiation, and absence of
convection and inter heat generation, is

�cp

�T

�t
=

�

�x
�k

�T

�x
� +

�

�y
�k

�T

�y
� − � · qr �1�

In a fully implicit discrete format, assuming all properties inside
the medium are constant, the energy conservation equation for
glass control volume lc, becomes

�xcl�lccp,lc

Tlc
n − Tlc

n−1

tn − tn−1
= �

p=0

p=1
1

�xl→l+1−2p,c
kij
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n �

+ �
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p=1
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�xl,c→l+1−2p
kij
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n � − �lc,r
n

�2�

where �ij,r
n contains radiative heat transfer for control volume lc.

Extension of Eq. �2� to 3D geometries is straightforward, and
therefore, will not be presented in this paper.

A major difficulty in coupled radiation-conduction heat transfer
is solving for �r

n. If a zonal method is used, TEAs are calculated
prior to the resolution of the energy equation. Physically, TEAs
represent the total fraction of radiative energy emitted by one
element, and absorbed by another. TEAs remain unchanged, and
need only be calculated once if all radiative properties are inde-
pendent of temperature. �ij,r

n is then deduced from TEAs and
Stefan–Boltzmann’s law.

3 Radiative Transfer Model

3.1 Zonal Method. In the zonal method, the RTE is written in
terms of irradiation and radiosity. A nonisothermal enclosure is
divided into a set of discrete isothermal surface elements and vol-
ume elements. Each discrete element is assumed as having homo-
geneous radiosity and irradiation. The incoming heat flux or irra-
diation at surface element i and volume element j are given,
respectively, as

Hi =
1

Ai
��

j=1

N

�sisjJj� + �
j=1

M

�sigjJbg,j�� �3�

Hg =
1

4�gVg
��

j=1

N

�ggsjJj� + �
j=1

M

�gggjJbg,j�� �4�

where sisj, gisj, and gigj are surface-surface, volume-surface, and
volume-volume DEA, respectively. The general equations for
surface-surface, volume-surface, and volume-volume DEAs are,
respectively

sisj =	
Ai

	
Aj

�ij
n̂i . r�

n̂j . r�

�r4 dAidAj �5�

gisj =	
Vi

	
Aj

�i�ij
n̂j . r�

�r3 dVidAj �6�

gigj =	
Vi

	
Vj

�i� j�ij

�r2 dVidVj �7�

If i and j are separated by h media of different radiative proper-
ties, then �ij becomes

�ij = e− �
m=1

h
�mLm �8�

with Lm as the distance inside the medium m of absorptivity �m.
According to Fig. 2, Eq. �5� can also be expressed in terms of

angular integrals as

Fig. 1 Simple schematic 2D representation of a standard processing furnace: processing
enclosure „left…, and discrete physical model of glass „right…
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sisj =	
Ai

	
�1

�2	
�1���

�2���

�ij sin � cos �d�d�dAi �9�

Equations �1� and �2� are applicable when the semitransparent
media separating the surfaces of the enclosure have indices of
refraction, very close to unity. This is practically the case for most
gases. However, when a semitransparent media such as glass is
present, important phenomena result from the nonunity of its re-
fractive index. The most significant ones being reflection and re-
fraction of radiation at its interface, as presented in Fig. 3.

Refraction causes radiation to bend when entering or leaving a
glass sheet. The distance �Lm� � traversed inside a glass sheet after
refraction can be deduced from Snell’s law as

Lm� =
cos 	

�1 −
sin2 	

ng
2

Lm �10�

In order to compensate for multiple reflections inside glass sheets
that are caused by the change in refractive indices, the trasmit-
tance in Eq. �8� is multiplied by a factor, which takes into account
multiple reflections inside the glass sheets �16�. If b glass sheets
separate Si from Sj, the modified transmittance �� becomes

�ij� = e− �
m=1

h
�mLm� �

m=1

h �1 − �m

1 + �m
·

1 − �m
2

1 − �2�m
2 �  e− �

m=1

h
�mLm� �

m=1

h �1 − �m

1 + �m
�

�11�
Equation �9� is solved according to the flux planes approximation
for DEA calculation. The flux plane approximations are discussed
in details by Ferrand �17�, and will only be briefly repeated in this
paper. In Fig. 4, the hemisphere surrounding point M of Ai is

decomposed into a finite number of solid angles 
�k�k=1,N��,
each wedged between two quarter planes normal to Ai, and form-
ing an angle 
�k between each other. Radiative flux leaving M in
the direction of solid angle 
�k is then considered to be concen-
trated in the bisector plane of 
�k. The flux planes approximation
equation, for surface-surface DEA calculation, expressed in angu-
lar integration form, becomes

sisj =
1

N�
	

Ai

�
k:�1��2

	
�1,k

�2,k

�ij� sin � cos �d�dAi �12�

where �1,k and �2,k are the limits of Aj in the direction of the
bisector plane. Both integrals in Eq. �12� are solved by Gaussian
quadrature.

An example of a flux plane projection is presented in Fig. 4. S1,
S2, and S3 constitute the enclosure around point M in the direction
of flux plane �k. V is a semitransparent medium delimited by four
fictive surface elements: Sv,1, Sv,2, Sv,3, and Sv,4.

Ferrand �17� then used tabulated view factors formulated by
Yuen and Takara �6� as reference values for validation of the flux
plans method, since the authors claim an error of no more than 1%
between their tabulated values and exact solution.

Volume-surface and volume-volume DEAs are deduced by ap-
plying energy balance equations on the surface elements delimit-
ing the volume elements �18�. By superposition, the energy bal-
ance equations for volume-surface and volume-volume DEAs are
given by

sigj = �
p:gj delimiting surfaces

�sisp,outward − sisp,inward� �13�

gigj = �
p:gi delimiting surfaces

�sp,outwardgj − sp,inwardgj� �14�

DEAs between opaque surfaces and fictive surfaces delimiting
discretized volume elements are calculated by Eq. �12�.

Assuming all elements are gray, a net energy balance on surface
element i or volume element g yields

Qi = �iAiEb,i − �i�
j=1

N

sisjJj − �i�
j=1

M

sigjJg,j = ��
j=1

N

SiSj�Ti
4 − Tj

4�

+ ��
j=1

M

SiGj�Ti
4 − Tj

4� �15�

Fig. 2 Radiative exchange between two surfaces

Fig. 3 Absorption, reflection, refraction, and transmission of
incident radiation on a glass sheet

Fig. 4 Geometric example of a flux plane projection onto a
quarter of a plane
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Qg = 4�gVgEb,g − �1 − �g��
j=1

N

ggsjJj + �1 − �g��
j=1

M

gggjJg,j

= ��
j=1

N

GgSj�Tg
4 − Tj

4� + ��
j=1

M

GgGj�Tg
4 − Tj

4� �16�

where sisj, GiSj, and GiGj are surface-surface, volume-surface,
and volume-volume TEA, respectively. TEAs are deduced from
DEAs by the plating algorithm developed by Edwards �19�. The
algorithm uses a set of recursion relations that allows the transfer
factors to be obtained from the view factors in N consecutive
plating steps �where N is the number of reflective surfaces�. The
plating algorithm is easily coded, and occupies less memory space
than the widely used matrix inversion techniques for calculation
of total transfer factors. The plating algorithm also saves CPU
time in executing parametric studies. Cai �20� generalized the al-
gorithm for enclosures delimited by diffusive or semitransparent
surfaces, and containing absorbing-emitting/nonscattering medias.
The algorithm was further extended in Ref. �21� for applications
containing semitransparent media with a reflective interface.

The plating algorithm considers that reflection is always dif-
fused in nature. This is obviously not true for glass and most
polished surfaces, nevertheless, in most closed enclosures lacking
narrow channels, collimated irradiation, and beam channeling, it
is sufficient to evaluate heat fluxes, assuming purely diffused re-
flectors �1�.

For the processing furnace of Fig. 2, the radiative source term
�cl,r

n for control volume cl becomes

�cl,r = Qcl,r = ��
s=1

N

GclSs�Tcl
4 − Ts

4� + ��
p=1

M

GclGp�Tcl
4 − Tp

4�

�17�

3.2 Thin Layer Approximation. Figure 5 displays a surface
element Si, exchanging heat by radiation with a semitransparent
volume element Vj. Applying Eqs. �12� and �13� for calculating
the DEA between Si and Vj in the flux plane of Fig. 5�a� yields

�sigj�M,�k
=	

�1,k

�4,k

�ij1
� sin � cos �d� −	

�1,k

�2,k

�ij2
� sin � cos �d�

−	
�2,k

�3,k

�ij3
� sin � cos �d� −	

�3,k

�4,k

�ij4
� sin � cos �d�

�18�

Volume elements generated for zonal discretization of glass sheets
are usually parallelogramic shaped, with very small thickness to
length ratio. This type of discretization is adopted for better rep-
resentation of temperature variations inside glass sheets while
keeping the number of volume elements to a minimum. Conse-
quently, �1,k�2,k and �2,k�3,k, and therefore, the second and
fourth integrals on the right side of Eq. �18�, become insignificant
when compared with the other terms of the equation, and can be
neglected.

The TLA takes advantage of this particularity of zonal glass
sheets meshing, in order to propose a new geometric representa-
tion of glass volume elements for DEA calculation. Instead of
using parallelogramic-shaped volume elements for zonal glass
sheets discretization, the TLA utilizes absorbing, emitting, and
nonscattering isothermal semitransparent surfaces, each having
distinctive radiative properties with a designated thickness. Figure
5�b� displays the TLA of a fragment of a glass sheet. By this
approach, a glass mesh becomes represented by a single semi-
transparent surface, instead of six fictive surfaces delimiting a
parallelogramic-shaped volume. The new equation for calculating
the DEA between Si and Vj becomes

�sigj�M,�k
=	

�1,k

�2,k

�ij�� j sin � cos �d� �19�

where � j, the equivalent emittance of semitransparent surface j, is
defined as

� j = 1 − � j �20�

with

� j = e− �
m=1

h
�mLm� = e−�jej/
n̂j.r̂���
·cos 	/�1−sin2 	/ng

2
�21�

In the regular zonal method, the plating algorithm is alone, ca-
pable of treating multiple reflections inside glass sheets. However,
when the TLA is used, the equivalent emittance must be multi-
plied by a correction factor �16� that accounts for multiple refec-
tions inside glass. Consequently, Eq. �20� becomes

� j =
�1 − � j��1 − � j�

1 − � j� j
�22�

Solving Eq. �19� is much simpler than solving Eq. �18�, and in-
volves a fewer number of numerical integrations. Another advan-
tage of the TLA is that errors caused by numerical roundoffs dur-
ing calculation of distances traversed in very thin glass volume
elements are reduced by direct deduction of those distances from

Fig. 5 DEA calculation between Sk and Vj: „a… regular meshing, and „b… ITL meshing
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the designated thickness of the corresponding semitransparent
surfaces.

Using the same reasoning as before, the new formulation for
volume-volume DEAs becomes

�gigj�M,�k
=	

�1,k

�2,k

�ij��i� j sin � cos �d� �23�

Three different resolution schemes are proposed for solving Eqs.
�18� and �20�:

CAL 1: Eqs. �19� and �23� are solved using Gauss quadratures.
CAL 2: � and � of Eq. �22� are considered constant, and global

mean values are calculated beforehand for each semitransparent
surface. A global transmittance ��g� and global emittance ��g� are
defined for each semitransparent surface. Incident radiative flux
coming from direction �� ,��, around an elementary solid angle
�d2�� of a semitransparent surface j, is given by

d2qi = qid
2�

2�
=

qi

2�
sin �d�d� �24�

where qi, the total incident heat flux onto semitransparent surface
j, is considered to be isotropic.

Combining Eqs. �11� and �24�, the transmitted flux becomes

d2qt = d2qi� j =
qi

2�
e− �

m=1

h
�mLm� �

m=1

h �1 − �m

1 + �m
�sin �d�d� �25�

The global transmittance �g for semitransparent surface j is then
obtained by integrating Eq. �25� over the entire hemisphere sur-
rounding it, and then dividing it by the total incident heat flux qi

as

�g,j =
qt

qi =
1

2�
	

0

2�	
0

�/2

� j sin �d�d� =	
0

�/2

� j sin �d� �26�

The global emittance for semitransparent surface j is then directly
obtained by

�g,j =
�1 − �g,j��1 − �g,j�

1 − �g,j�g,j
�27�

In Eqs. �19� and �23�, � is replaced by �g, which is not a function
of �, and therefore, can be moved to the outside of the integrals. In
addition, in an enclosure containing only semitransparent or
opaque surfaces, �ij can now be expresses as the product of the
global transmittance of the media separating element i and ele-
ment j

�ij� = �
m=1

h

�g,h�
l=1

b �1 − �l

1 + �l
� �28�

Combining Eqs. �19�, �23�, and �28�, �sigj�M,�k
and �gigj�M,�k

fi-
nally become

�sigj�M,�k
= �ij��g,j	

�1,k

�2,k

sin � cos �d� =
�ij��g,j

2 	
�1,k

�2,k

d�sin2 ��

=
�ij��g,j

2
�sin2 �2,k − sin2 �1,k� �29�

�gigj�M,�k
= �ij��g,i�g,j	

�1,k

�2,k

sin � cos �d� =
�ij��g,i�g,j

2 	
�1,k

�2,k

d�sin2 ��

=
�ij��g,i�g,j

2
�sin2 �2,k − sin2 �1,k� �30�

Equations �29� and �30� are then calculated analytically for each
flux plane without the need for any numerical integrations.

CAL 3: is very similar to CAL 2, except that �g,j in Eqs. �29�
and �30� is replaced by

�� j�M,�k
= 1 −

1

2� 1 − � j,�1

1 − � j� j,�1

+
1 − � j,�2

1 − � j� j,�2

� �31�

For all three cases �CAL 1, CAL 2, and CAL 3�, the reflectivity
used for the plating algorithm of a semitransparent surface j is
calculated by integrating the reflectivity of a thin glass sheet over
the entire hemisphere

�average =	
0

�/2

� j�1 +
�1 − � j

2�� j
2

1 − � j
2� j

2 �sin �d� �32�

4 Results and Analysis

4.1 Radiative Transfer in a Glass Processing Furnace. The
present methods for radiative heat transfer analysis are first ap-
plied to calculate the radiative heat transfer of a flat rectangular
glass sheet �L=0.8 m, W=0.35 m, H=0.004 m� residing inside
a 3D enclosure �1�0.5�0.5 m3�, as shown in Fig. 6. The me-
dium surrounding the glass sheet is air, which is totally transpar-
ent and does not participate in radiation. The inner surfaces of the
enclosure are black and cold �300 K�, except for its upper part,
which is black and at a constant temperature �THot� of 1500 K.
The absorption coefficient of glass is set at 500 m−1. Glass is
considered having a refractive index equal to 1. The zonal model
includes 1000 surface elements for the enclosure, and 1344 vol-
ume elements delimited by 9236 fictive surface elements for the
glass. The glass sheet is meshed 32 times in length �x-axis�, 14
times in width �y-axis�, and 3 times in thickness �z-axis�. For the
TLA, the 1344 glass volume elements are replaced by 1344 semi-
transparent surfaces. Throughout the rest of the article, the regular
zonal analysis model designates using the flux planes approxima-
tion without TLA.

Results obtained using the different radiation calculation meth-
ods presented in this paper are compared with others obtained
using the FVM. The FVM model is composed of 764,052 tetra-
hedral or hexahedral elements and 179,047 nodes, of which
23,142 hexahedrons and 31,624 nodes are for glass meshing. Most
of the elements created for the FVM analysis model are for mesh-
ing the transparent atmosphere inside the enclosure. An angular
grid of 20�8 discrete directions �20 azimuthal directions, and 8
polar directions� is used. All calculations were performed on a
2.00 GHz personal computer.

Figure 7 shows the computed steady state dimensionless tem-
peratures and heat flux divergence across the glass sheet for the
various numerical models used. Steady state results are obtained
in the absence of conduction. Furthermore, convective heat trans-

Fig. 6 Glass processing furnace analysis model
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fer, as well as fluid mechanics, are not considered since the pur-
pose of the example is to highlight the TLA method for radiative
heat transfer. Figure 7, demonstrates that for the application under
consideration, all the models used yield very similar results. The
difference between the results of all the models never exceeds 4%

for the dimensionless steady state temperature. As expected, the
glass temperature across the z-axis varies considerably. The glass
upper mesh layer, which is in direct exposure to the hot surface,
has a much higher temperature than the other two mesh layers.

The CPU time for calculation of the glass processing furnace
are presented in Table 1. The steady state temperatures obtained
by the FVM model are used as the reference values for error

Table 1 CPU time and errors for a glass processing furnace
simulation—steady state example

Zonal
TLA-CAL

1
TLA-CAL

2
TLA-CAL

3

CPU time
�s�

DEA 1445.2 140.1 64.8 93.6
Steady state calculation 9.2 9.4 9.3 9.4
Total steady state 1454.4 149.5 74.1 103
Average error �%� 0.91 3.11 1.64 0.66

Table 2 CPU time and errors for a glass processing furnace
simulation—transient example

Zonal TLA-CAL 1 TLA-CAL 2 TLA-CAL 3

CPU time
�s�

DEA 247.3 31.7 13.2 16.2
Transient simulation 3.3 2.1 2.1 2.1
Average error �%� 0.78 1.13 1.76 1.54

Fig. 7 Comparisons for steady state calculation: „a… glass dimensionless temperature along centerline x, „b… glass dimen-
sionless temperature along centerline y, „c… heat flux divergence along centerline x, and „d… heat flux divergence along
centerline y
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estimation. Without the TLA, the CPU time required for DEA
calculation using the flux planes approximation is 1445 s. It
should be noted that CPU time for DEA calculations by all three
models of the TLA are remarkably faster than that of the flux
planes approximation. CPU time for DEA calculation is divided
by a factor 10 with the CAL 1 model, 23 with the CAL 2 model,
and 15 with the CAL 3 model. Both CAL 2 and CAL 3 do not
include any numerical quadrature, and are therefore much faster
than the other models. CAL 2 is the least demanding model for
DEA calculation, nevertheless, the results obtained using CAL 2
are similar to those obtained by the other models. The maximum
difference between CAL 1 and the FVM never exceeds 3.7%. It is
expected that the total CPU time reduction can be more significant
if more elements are employed for the simulation.

4.2 Transient Coupled Radiation-Conduction Heat
Transfer. The same model of Fig. 6 is used for transient radiation
and conduction heat transfer analysis. However, this time, the
glass sheet is meshed only once in thickness �z-axis�. The zonal
model now includes 3676 fictive surfaces for the glass, while the
TLA-zonal model includes 448 semitransparent surfaces. The re-
fraction index of glass is 1.5, while its reflectivity is considered
isotropic and equal to 7%. The inner surface of the enclosure is
black and cold �300 K�, except for its upper part, which is black
and at a constant temperature �THot� of 1500 K. Initially, the glass
sheet is at 300 K. A dimensionless time parameter �t�=�2 ·	 · t,
where 	 is the thermal diffusivity� is defined for calculation.
A dimensionless time step of �t�=0.03 is used throughout
calculation.

A summary of the calculation is presented in Table 2. The tran-
sient dimensionless temperatures of the glass obtained by the dif-
ferent numerical models are shown in Fig. 8. Figure 8 demon-
strates that all five models yield very close results throughout the
simulation. When compared with the zonal method, the CPU time
for DEA calculation is divided by a factor 8 with the CAL 1
model, 19 with the CAL 2 model, and 15 with the CAL 3 model.

5 Conclusions
The TLA was introduced in order to reduce the CPU time as-

sociated with the DEA calculation for radiative-conductive heat
transfer analysis for high temperature processing furnaces. Three
different resolution schemes, made possible by the TLA, were
proposed.

The TLA was then applied for the radiative heat transfer of a
glass processing furnace. The coupled energy equation was solved
by a full implicit control volume method using the ICCG method.
Steady state and transient results were compared with those ob-
tained by the popular FVM, and a regular zonal method employ-
ing the flux planes approximation for DEA calculation. The TLA
reduced the CPU time for the DEA calculation for the glass pro-
cessing furnace by 87–96% when compared with the regular zonal
method.

Several directions to improve this model are currently under-
way: Anisotropic scattering and specular reflection represent im-
portant phenomena that should be included in the model for a
more compete analysis. In addition, a wide band model will be
included for the nongray radiative properties of glass. Thereafter,
a main endeavor to go further would be to use the model for an
actual glass processing furnace, and compare the numerical ap-
proach to experimental results.

Nomenclature
A � area �m2�
cp � heat capacity �J/kg K�
Df � height of furnaces �m�
Dg � thickness of glass �m�

e � designated thickness of a semitransparent sur-
face �m�

Eb � blackbody emissive power �W /m2�
gigj � volume-volume direct exchange area �m2�

GiGj � volume-volume total exchange area �m2�
H � irradiation �W /m2�
J � radiosity �W /m2�
k � thermal conductivity �W/m K�
L � length of furnace �m�

Lm � distance traversed in medium �m�
M � total number of volume elements
N � total number of surface elements

N� � number of flux planes
q � heat flux �W /m2�
Q � heat rate �W�
r � distance between two differential elements �m�
S � surface area �m2�

sisj � surface-surface direct exchange area �m2�

Fig. 8 Dimensionless glass temperature as a function of dimensionless time: „a… x /Wglass=0.5, y /Hglass=0, and z /Lglass=0;
„b… x /Wglass=0, y /Hglass=0, and z /Lglass=0
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SiSj � surface-surface total exchange area �m2�
sigj � surface-volume direct exchange area �m2�

SiGj � surface-volume total exchange area �m2�
t� � dimensionless time
T � temperature �K�
V � volume �m3�

�x � spatial discretization step �m�
�t � dimensionless time step
	 � angular variable �rad�
	 � thermal diffusivity �m2 /s�
� � emissivity
� � equivalent emittance defined in Eq. �17�

� � angular variable �rad�
� � absorption coefficient �m−1�
� � angular variable �rad�
� � density �kg /m3�
� � reflectivity
� � transmittivity

�� � modified transmittivity
� � solid angle �sr�

�g � scattering albedo

Subscripts
c, l, p, and q � element index

Superscripts
i � incident
t � transmitted
n � time step number
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An Efficient Method for Radiative
Heat Transfer Applied to a
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The purpose of this paper is to consider a possibility of the independent column approxi-
mation for solving the radiative heat fluxes in a 3D turbulent channel flow. This simula-
tion method is the simplest extension of the plane-parallel radiative heat transfer. The test
case of the temperature profile was obtained from the direct numerical simulation. We
demonstrate the comparison between the 3D radiative transfer simulation and the inde-
pendent column approximation with an inhomogeneous temperature field and optical
properties. The above mentioned results show the trivial discrepancies between the 3D
simulation and the independent column approximation. The required processing time for
the independent column approximation is much faster than the 3D radiative transfer
simulation due to the simple algorithm. Although the independent column simulation is
restricted to simple configurations such as channel flow in this paper, wide application
areas are expected due to the computational efficiency. �DOI: 10.1115/1.4000240�

Keywords: radiative heat transfer, independent column approximation, turbulent chan-
nel flow

1 Introduction
The interaction between the radiative heat transfer and the tur-

bulent fluid flow is of interest in various engineering fields. In
particular, the combined heat transfer within an enclosure com-
posed of participating media plays a key role for combustion en-
gineering, fire safety science, and many other applications �1,2�.
In large-scale phenomena such as combustion in a gas turbine or
smoke and fire movement in a building, turbulent flow and radia-
tive heat transfer significantly influence the temperature field, the
flow pattern, and hence, the chemical reactions. The simulations at
high temperature processes require an ability to predict the ther-
mal radiation field, otherwise inaccurate predictions are unavoid-
able.

In order to predict these phenomena, a large number of numeri-
cal and experimental studies have been conducted for many years
�3–8�. Song and Viskanta �9� pointed out the importance of the
turbulence/radiation interaction �TRI�. Li and Modest �10� showed
the importance of the TRI in turbulent diffusion jet flames. Tesse
et al. �11� have performed the Monte Carlo modeling for radiation
in a turbulent sooty flame. Coupled radiation and turbulent multi-
phase flow in an aluminized solid propellant rocket have been
conducted to investigate effects of particles of temperature fluc-
tuations with the Lagrangian approach �12�. The effect of radiative
heat transfer also becomes important when it is combined with

natural convection. Fusegi and Farouk �13� have investigated
laminar and turbulent natural convection-radiation heat transfer in
an enclosure composed of a participating medium. Yucel et al.
�14� have studied the phenomena in a square cavity. Dehghan and
Behnia �15� have studied the combined natural convection, con-
duction, and radiation in a discretely heated open cavity.

Direct numerical simulation �DNS� in a three-dimensional �3D�
turbulent channel flow is one of the basic subjects in heat transfer
researches �16–18�. Detailed turbulent flow structure and/or heat
transfer mechanisms have been investigated to provide guidance
for model development such as electronics cooling, heat exchang-
ers, and atmospheric heat diffusion. Accurate descriptions of tur-
bulence by themselves are complex. This has often resulted in the
neglect of radiative heat transfer in turbulent fluid flow to avoid
the additional complexity of solving the radiative transfer equa-
tion �RTE�.

The nonlinear dependence of the radiative heat transfer on tem-
perature coupled with the fluctuations in temperature tends to en-
hance radiative transfer. Several researchers have reported the
large amount of enhancement from the TRI effect. Wu et al. �19�
was the first to study the TRI for an idealized turbulent premixed
flame using the DNS coupled with a photon Monte Carlo method
for the solution of the RTE. The DNS coupled with a photon
Monte Carlo method is used to isolate and quantify the TRI ef-
fects. Generally, these combined numerical simulations are com-
putationally quite expensive.

The purpose of this paper is to consider a possibility of the
independent column approximation �ICA� for solving the radia-
tive heat fluxes in a 3D turbulent channel flow. The ICA is the
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simplest extension of the plane-parallel radiative heat transfer. It
ignores the net horizontal photon transport, but includes horizon-
tal inhomogeneities in scalar parameters. This approach has origi-
nated at remote sensing applications and atmospheric sciences
�20,21�. Although the ICA ignores 3D radiative effects, the algo-
rithm is quite simple; therefore, it is feasible to considerably de-
crease computational costs and to apply for practical problems.
The plan of this paper is as follows. Section 2 describes the nu-
merical methods of the 3D and the ICA radiative transfer models.
Section 3 shows the physical modeling of a 3D turbulent channel
flow. Section 4 discusses the results of a radiative transfer simu-
lation using the 3D simulation and the ICA. Finally Sec. 5 sum-
marizes the conclusions derived from this paper.

2 Numerical Methods
To directly ascertain the 3D radiative effects, the model can be

run in the 3D simulation and the ICA �20�. Secs. 2.1 and 2.2
explain the radiative heat transfer models. Sec. 2.1 describes the
3D radiative transfer model, and the description in Sec. 2.2 is the
ICA.

2.1 3D Radiative Transfer Model. In the present study, the
discrete ordinates radiation element method �DOREM� is used for
representing the 3D radiation field. The detailed formulation of
the DOREM is available in Ref. �22�. The radiation element
method was originally developed by Maruyama and Aihara �23�.
The method can be readily applied to the complex 3D systems
with unstructured mesh elements, which contain specular sur-
faces, diffuse surfaces, nongray participating gases, and aniso-
tropic scattering media �24–26�. Though the method is suitable for
such applications, there was a need to improve the efficiency for
applying it to large-scale phenomena. The DOREM has been de-
veloped to avoid the computational loads in computing with the
original radiation element method. Here, the simple formulation
of the DOREM is described as follows.

In the DOREM, the computational space is discretized using
numerous radiation elements. Also the following assumptions are
introduced to simplify the problem.

�1� Each radiation element is at a constant uniform tempera-
ture. The refractive index and the heat generation rate per
unit volume are also constant and are uniform over the
radiation element.

�2� Radiative intensities in a radiation element are constant for
each discrete ordinate independent of its location in the
element.

With these assumptions, the RTE can be solved as follows. If
the source function is known or assumed to be known, the radia-
tive intensity can be formally integrated from a point s�=0 at the
wall to point s�=s inside the medium, so that it can be expressed
as

Iin,��rs, ŝ� = Ibw,� exp�−�
0

s

��ds��
+�

0

s

S��r, ŝ�exp�−�
s�

s

��ds����ds� �1�

where Ibw,� is the intensity emitted into the medium from the
boundary wall, Iin,� is the incoming intensity to the element i, rs is
the position vector of the entering point on the surface of the
radiation element, and S� is the spectral radiative source function.
The backward ray tracing method is used to calculate Eq. �1�.
Normally, the rays are traced backward from the surface of the
element i to the boundary. Equation �1� has consistency even
though a ray is traced near the edge of the element due to the
assumptions that the radiative intensity and the source function

are constant. When a ray hits the boundary, the integration of
intensity from the element i to the boundary is completed.

The radiative intensity and the source function are constant in
the element, and thus the outgoing radiative intensity Iout,� from
the element i is defined as �22�

Iout,��ŝ� = Iin,��rs, ŝ�exp�− ��s̄� + S��r, ŝ��1 − exp�− ��s̄�� �2�

The averaged thickness s̄�V /A�ŝ� of the radiation element in the
direction ŝ is introduced, in which V and A are the volume of the
element and the projected cross section of the element from the
direction ŝ, respectively. The radiative intensity I� can be obtained
by the geometric mean of incoming and outgoing radiative
intensities.

The DOREM solves the RTE in each element and integrates
radiative intensities along discrete ordinates. The concept of inte-
grated radiative intensities from the surface of a certain radiation
element to walls is basically similar to the discrete transfer
method �27�. However, the DOREM has to first calculate the ef-
fective radiation area of each radiation element, then incoming
radiative intensities to the radiation element are integrated. The
DOREM focuses on the radiation element, resulting in the proce-
dure that is appropriate to include the anisotropic scattering phase
function and to predict the divergence of the radiative heat flux
accurately.

Once the intensities in the element have been determined, the
divergence of the radiative heat flux can be found as

qx =�
0

� 	���1 − ����4�Ib,��ri� − 

l=1

n

I��ri, ŝl�Wl��d� �3�

where ri is the barycentric vector of the radiation element i and Wl
is the angular weight. The DOREM algorithm is stable and fast.
The method can implement a full-spectrum radiative heat transfer
analysis using nongray gas models. Also, the DOREM code is
feasible to deal with multidimensional problems. The ICA algo-
rithm described in Sec. 2.2 basically uses a 1D plane-parallel ra-
diative transfer; thus, the DOREM code can be easily applied to
the ICA code.

2.2 Independent Column Approximation. The ICA �20� is
the simplest extension of plane-parallel radiative heat transfer. It
ignores net horizontal photon transport, but includes horizontal
inhomogeneities in scalar parameters. Figure 1 shows the com-
parison between the 3D simulation and the ICA. It represents the
schematic demonstration of the photon trajectory. In the ICA,
plane-parallel computations are essentially performed at each ele-
ment and a photon is constrained to a horizontally homogeneous
column. After a photon enters the top of the model, the photon
remains in the same column as it traverses in the vertical direc-
tion. When the photon hits the boundary of the column, it moves
at the opposite position at the column boundary, consequently

Fig. 1 The schematic diagram demonstrating the mechanisms
for the 3D simulation and the ICA is described. Gray squares
represent participating media elements. Arrows represent pho-
ton trajectory. Dashed line shows the effect of the periodic hori-
zontal boundary for ICA.
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creating a periodic boundary condition inside each column. By
comparison, the 3D photon trajectory is shown at the right hand
side of Fig. 1. The integrations of the optical path length are the
same for both models. The 3D ray tracing for the photon trajec-
tory experiences each participating media element �Nx�Ny �Nz
elements� in the entire computational domain. On the other hand,
the ICA computes only Nx�Nz elements because the 1D plane-
parallel radiative transfer simulations are conducted with the
y-direction along each column. The ICA method requires horizon-
tal periodicity due to the computational scheme. This is one of the
limitations. The objective of this study is to show the numerical
efficiency for calculating the local divergence of the radiative heat
flux with the ICA. Although the ICA ignores 3D radiative effects,
the algorithm is quite simple. Thus, it is feasible to considerably
decrease the computational costs.

3 Physical Modeling
Temperature field data in a 3D turbulent channel flow is derived

from the DNS �16�. Here, the simple description of creating a
physical model is available. The computational domain and the
coordinate system are shown in Fig. 2. The streamwise, the wall-
normal, and the spanwise coordinates are denoted by x, y, and z.
The present DNS treats the fully developed turbulent flow in a
channel between the heated and the cooled walls. All the turbu-
lence statistics including presented values were confirmed to agree
with the existing literatures �for example, see Ref. �18��, and our
numerical results were thus validated. This is the usual case of the
two-dimensional heat transfer from the wall where the wall is
uniformly heated at constant temperatures. The periodic boundary
condition is applied for x- and z-directions for velocity and tem-
perature fields. Numerical conditions taken in this paper are listed
Table 1. The uniform grid mesh is used in x- and z-directions with
nonuniform grid spacing in the y-direction �finer grid points are
used near the boundary walls�. Symbol � is the half-length be-
tween the top and the bottom walls. The radiative transfer models
use the various characteristic optical thicknesses using the param-
eter �. The DNS, which we used to obtain the temperature profile,
dealt with air flows; therefore, the larger optical thicknesses ��L

	10� are somewhat artificial. However, it is important to know
the optical thickness sensitivity with the parametric study. Spec-
tral dependence is not taken into account for simplicity.

Figure 3 shows the snapshot of the instantaneous nondimen-
sional temperature T�= �T−Tc� / �Th−Tc�, which is derived from
the DNS data. The DNS computations were conducted for Prandtl
number Pr=0.71. Here, the Reynolds number Re is based on the
channel half-width and the frictional velocity. This Reynolds num-
ber was set equal to 150, and the Reynolds number scaled by the
mean velocity and the channel width was 4530. The mean tem-

perature changes monotonically over the width of the channel.
The temperature fluctuation has peaks near the walls where turbu-
lent velocity is intensified. The temperature fluctuation also shows
a peak in the channel center where the turbulence length scale
increases, moving away from the wall. To scrutinize the effects of
the 3D and the ICA radiative transfer models, the radiative trans-
fer simulation in this paper does not directly consider the turbulent
flow using the DNS. The inclusion of flow simulations will be a
part of our future research.

The nondimensional temperature at the top boundary �y=2��
and at the bottom boundary �y=0� are set to T�=0 and 1, respec-
tively. These walls are assumed to be isothermal black, and they
are called cold and hot walls, for radiative transfer simulation. The
periodic boundary condition is also applied for x- and z-directions
for the 3D radiative transfer. All the radiative transfer simulations
are carried out using a 64�61�64 computational grid. The ray
tracing at the 3D simulation and the ICA uses the S8 discrete
ordinates �1�. The Monte Carlo simulation requires a large number
of photons to obtain reliable solutions depending on the optical
thickness. The Monte Carlo results often provide benchmark so-
lutions; however, in general, Monte Carlo is computationally ex-
pensive. On the other hand, the radiative transfer simulations em-
ployed here do not depend on the optical thickness and do not
require a large number of rays for tracing the photon trajectory.
Thus, these methods are suitable for practical engineering appli-
cations due to computational costs.

4 Results and Discussions

4.1 1D Plane-Parallel Test. It is necessary to validate these
models using the simplest way before radiative transfer simula-
tions are performed using the real temperature profile. A good
place to start validating the models is with the well-understood 1D
plane-parallel test. When the uniform nondimensional temperature
in a participating medium is set to T�=0 instead of using the real
temperature distribution shown in Fig. 3, the physical model be-
comes a 1D plane-parallel nonscattering gray medium problem.
Thus, the exact solution of the RTE can be readily derived �1�.
The real radiative gases should be rigorously treated as a nongray
medium. However, it is important to show the validity of this
numerical method by the simplest case. When a method is valid in
gray media, it is easy to extend it to nongray radiative transfer
conditions.

Figure 4 shows the comparison between the exact solutions, the
3D simulation, and the ICA results for the nondimensional diver-
gence of the radiative heat flux with varying optical thicknesses.
In the case of �L=1, the entire participating medium is heated
because the emissive power from the hot wall is easy to transport
to the cold wall. With increasing optical thickness, the radiative
heat fluxes attenuate quickly near the hot wall. Although a small
discrepancy can be found because the ICA ignores the 3D hori-
zontal photon transport, the 3D and the ICA results show good
agreement with the exact solutions.

Fig. 2 Computational domain and coordinate system

Table 1 Computational condition

Lx /� 7.8
Lz /� 3.5
Number of grid �Nx�Ny �Nz� 64�61�64
Optical thickness ��L=�LL=2�L�� 1–50

Fig. 3 Instantaneous temperature field in turbulent channel
flow
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4.2 3D Homogeneous Test. The next two series of tests show
differences between the 3D simulation and the ICA using a real
temperature profile in the turbulent channel flow. This first prob-
lem deals with a 3D homogeneous optical thickness medium. All
horizontal elements are given the uniform optical properties. The
purpose of this case study is to identify and explain the potential
errors obtained in computing the divergence of the radiative heat
flux using plane-parallel assumptions for the ICA.

Presented in this section are the nondimensional divergences of
radiative heat flux distributions for the 3D model and the differ-
ences between the 3D simulation and the ICA computations on the
contour surface where T�=0.5 is shown in Fig. 5. Here, the aver-
age location �y� of the distribution is about half of the height �y

=��. Even the uniform emissive powers are emitted at the contour
surface, the incident radiations from the surrounding medium de-
pend on the locations. In the case of �L=1, the emissive powers
from the hot wall propagates longer than the optically thick case.
The upper parts of the contour surface are heated because the
emissive powers are relatively low, additionally, the incident ra-
diations from the surrounding medium can transport from the hot
walls. The lower parts are vice versa. As shown in this figure, the
ICA slightly underestimates the radiative heating effect on upper
parts of the contour surface and the radiative cooling effect on
lower parts compared with 3D radiative transfer simulations.

Figure 6 shows the plane-averaged nondimensional divergence
of radiative heat flux distributions �x-z plane� with a homogeneous

Fig. 4 Comparison between the exact solutions, the 3D simu-
lation, and the ICA results for a 1D plane-parallel medium

Fig. 5 Nondimensional divergence of radiative heat flux distributions on the contour
surface at T�=0.5 in a homogeneous medium. „a… and „c… show the results from 3D
radiative transfer simulations. „b… and „d… show the difference between the 3D and the
ICA simulations in the case of �L=1 and �L=50.

Fig. 6 Plane-averaged nondimensional divergence of radiative
heat flux distributions with a homogeneous medium
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medium. The ICA results underestimate the radiative heating ef-
fect at y=0.25–1.00 region. Figure 7 shows the nondimensional
divergence of radiative heat flux distributions with a homoge-
neous medium along the horizontal line at y=� and z=Lz /2. The
ICA results underestimate about 0.1 radiative heating at x=1.5
and 3.5 regions, and also about 0.03 radiative cooling at x=3.0.
This is due to the fact of neglecting the 3D horizontal photon
transport in the ICA. However, these discrepancies between the
3D and the ICA radiative simulations are not substantial for a
practical engineering problem.

4.3 3D Inhomogeneous Test. This second problem deals with
a 3D inhomogeneous optical thickness medium. All horizontal
elements are given different optical properties. We assume that the
optical properties depend on the local medium temperature as �
=�LT�, where �L=�L /2�. It means the higher temperature me-
dium is given optically thick properties and vice versa. The pur-
pose of this case study is to identify and explain the potential
errors obtained in computing the divergence of the radiative heat
flux within an inhomogeneous medium using plane-parallel as-
sumptions for the ICA. Realistic physical modeling often requires
an inhomogeneous medium; thus, it is useful to provide valuable
information.

Figure 8 shows the nondimensional divergence of radiative heat
flux distributions and the differences between the 3D simulation
and the ICA within an inhomogeneous medium on the contour
surface at T�=0.5. The 3D and the ICA results show a similar
tendency even when the radiative transfer simulation is conducted
under the inhomogeneous medium situation.

Figure 9 shows the plane-averaged nondimensional divergence
of radiative heat flux distributions with an inhomogeneous me-
dium. Because of the relatively low optical thickness near the cold
wall, the emissive powers from the hot wall can propagate longer
than the homogeneous medium situation; therefore, radiative heat-
ing effects are large in the case of an inhomogeneous medium.
The ICA results slightly underestimate the radiative heating effect.
The phenomenon has a similar behavior as the homogeneous me-
dium situation. Figure 10 shows the nondimensional divergence of
radiative heat flux distributions with an inhomogeneous medium
along the horizontal line at y=� and z=Lz /2. The ICA results
underestimate about 0.05 radiative heating at x=1.5 and 3.5 in the
case of three optical thicknesses.

Fig. 7 Nondimensional divergence of radiative heat flux distri-
butions with homogeneous medium along the horizontal line at
y=� and z=Lz /2

Fig. 8 Nondimensional divergence of radiative heat flux distributions on the contour
surface at T�=0.5 in an inhomogeneous medium. „a… and „c… show the results from 3D
radiative transfer simulations. „b… and „d… show the difference between the 3D and the
ICA simulations in the case of �L=1 and �L=50.
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Even in the case of the inhomogeneous medium, the differences
between the 3D simulation and the ICA are not large. For 3D
radiative transfer simulations, photons are not constrained within
single columns like the ICA; therefore, they reach the optically
thick part of an inhomogeneous medium more readily through the
3D photon transport. The photons in the ICA experiences only
vertical optical properties, resulting in the general underestimation
of radiative fluxes compared with the 3D simulation. If a single
column has large optical thicknesses and the surrounding media
have small ones, the ICA has a possibility to overestimate radia-
tive fluxes. In the case of a strongly scattering medium, photons
may be a result in strong radiative interactions three-
dimensionally; therefore, the ICA simulation should be carefully
used in such a case. However, this is beyond the scope of this
paper. Even in a nonscattering medium, the derived results from
the 3D and the ICA exhibit a good agreement in a three-
dimensionally inhomogeneous medium.

To summarize the above mentioned results, the domain-
averaged divergence of radiative heat fluxes is introduced. The
definition is as follows:

q̄x =



i=1

N

qx,iVi

V
�4�

where N is the total number of elements, Vi is the volume of the
discretized element, and V is the total volume of the computa-
tional domain. The results are shown in Table 2 with varying

optical thicknesses. Generally the ICA results underestimate the
radiative transfer even in the entire domain. In the case of �L=1
and 5, the differences are trivial �1–7%� in both of the homoge-
neous and the inhomogeneous medium situations. Radiative trans-
fer simulations in the case of �L	10 are generally more difficult
compared with the optically thin case. The discrepancies �about
26%� between the ICA and the 3D simulations in the case of �L
=50 seem to be larger than the case of �L=1. Since the domain-
averaged values are quite smaller than the case of �L=1, we be-
lieve that these differences are acceptable for practical engineer-
ing problems.

The required processing time is only in the vicinity of 10 s for
the ICA radiative transfer simulation on a personal computer
�Pentium 4® CPU, 3.2 GHz�. Conversely for the 3D radiative
transfer simulation the required processing time is in the vicinity
of 650 s by the same computer. This resulted in a considerable
decrease in the computational cost. Although the ICA simulations
are restricted to simple configurations such as channel flows in
this paper, wide application areas are expected due to the compu-
tational efficiency.

5 Conclusions
A possibility of the independent column approximation for

solving the radiative heat fluxes in a 3D turbulent channel flow
has been described. This simulation method is the simplest exten-
sion of the plane-parallel radiative heat transfer. The test case of
the nonisothermal temperature profile was obtained from the di-
rect numerical simulation. Conclusions are summarized as fol-
lows:

�1� We have demonstrated the comparison between the 3D ra-
diative transfer simulation and the independent column ap-
proximation with a well-understood 1D plane-parallel prob-
lem with varying optical thicknesses. Both the radiative
transfer simulations have shown good agreement with the
analytical solutions.

�2� The two series of tests have shown the differences between
the 3D simulation and plane-parallel approximation using a
real temperature profile in the turbulent channel flow. The
first problem deals with a 3D homogeneous optical thick-
ness. All horizontal elements are given uniform optical
properties. The second one deals with a 3D inhomogeneous
optical thickness medium. We assume that the optical prop-
erties depend on the local medium temperature. In these
two series of tests, the divergence of radiative heat fluxes
on the contour surface at an intermediate temperature, on
plane-averaged and on a horizontal line are calculated. The
above mentioned results have shown the trivial discrepan-
cies between the 3D simulation and the independent col-
umn approximation.

Fig. 9 Plane-averaged nondimensional divergence of radiative
heat flux distributions with an inhomogeneous medium

Fig. 10 Nondimensional divergence of radiative heat flux dis-
tributions with an inhomogeneous medium along the horizon-
tal line at y=� and z=Lz /2

Table 2 Domain-averaged divergence of the radiative heat flux

Homogeneous medium �L ICA 3D
Difference

�%�

1 0.1443 0.1459 1.1060
5 0.0305 0.0315 3.1566
10 0.0124 0.0130 4.8941
50 0.0008 0.0010 16.3665

Inhomogeneous medium �L ICA 3D
Difference

�%�

1 0.1957 0.1996 1.9542
5 0.0541 0.0557 2.9704
10 0.0222 0.0237 6.6768
50 0.0017 0.0023 26.2829
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�3� We have shown the domain-averaged divergence of radia-
tive heat fluxes. In the case of �L=1, the errors are only
1–2%. And in the case of �L=50, they are about 16
�26%. Radiative transfer simulations in an optically thick
medium are generally more difficult compared with an op-
tically thin case. We believe that these differences are ac-
ceptable for practical engineering problems.

�4� The processing time for the ICA model is in the vicinity of
10 s as compared with 650 s for the 3D radiative transfer
simulation model resulting in a considerable decrease in the
computational cost. Although the independent column ap-
proximation simulations are restricted to simple configura-
tions such as channel flows in this paper, wide application
areas are expected due to the computational efficiency.

Nomenclature
A 
 surface area �m2�

AR 
 effective radiation area �m2�
I 
 radiative intensity �W /m2 sr�

Ib 
 blackbody intensity �W /m2 sr�
L 
 length �m�
N 
 number of elements
Pr 
 Prandtl number
qx 
 divergence of the radiative heat flux �W /m3�
r 
 position vector

Re 
 Reynolds number
ŝ, ŝ� 
 unit direction vector

S 
 radiative source function �W /m2 sr�
s̄ 
 averaged thickness of the radiation element

�m�
T 
 temperature �K�
V 
 volume �m3�

Wl 
 quadrature weight

Greek Symbols
� 
 extinction coefficient �m−1�
� 
 channel half-width �m�
� 
 absorption coefficient �m−1�
� 
 wavelength ��m�
� 
 optical thickness

�L 
 optical thickness L=2�
� 
 single scattering albedo

Subscripts
c 
 cold
h 
 hot
in 
 incoming

out 
 outgoing
x ,y ,z 
 streamwise, wall-normal, and spanwise

coordinates
� 
 normalized by Tc and Th
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1 Introduction
Monte-Carlo ray-tracing �MCRT� is a statistical method in

which the history of bundles of photons �or rays� is traced as they
travel through the enclosure. The MCRT has been studied and
applied to radiation heat transfer by many researchers �1–4�. It has
the advantage over conventional radiative transfer equation �RTE�
solvers �discrete ordinate method �DOM�, spherical harmonic,
etc.� of having a low cost of implementation. It also has the repu-
tation of handling thermal radiation from real gas mixture and
particulates with almost no approximation �5�. The recently devel-
oped full-spectrum k-distribution �FSK� method by Modest �6�
reorders the irregular absorption coefficient into smooth
k-distributions and carries out the spectral integration over the g
space. The FSK method achieves line-by-line �LBL� accuracy for
homogeneous media with only a tiny fraction of LBL’s computa-
tional cost �6�.

In this technical brief, we present a combined method of the
reverse Monte-Carlo Ray-Tracing �RMCRT� method for solving
the RTE and the FSK method for spectral radiative properties. In
order to verify the code’s ability for a three-dimensional problem,
this one-dimensional problem is calculated in a three-dimensional
domain. The performance of this combined method is demon-
strated by sample calculations in a multidimensional, inhomoge-
neous, nongray gas mixture problem. The results are compared
with LBL calculations.

2 RMCRT Method
The MCRT method can be carried out with either the forward

MCRT �FMCRT� or the reverse MCRT �RMCRT�. The RMCRT
is based on the principle of reciprocity in radiative transfer theory
as described by Case �7�. In RMCRT, instead of tracing how much
energy a ray has lost to its path, the amount of incoming intensity
along a path that contributes back to the origin �where the ray is
emitted� is traced. Thus, the process of tracing a ray only updates
the original emitting location, which makes the update relatively
independent of other locations. Therefore, the RMCRT method
can explicitly obtain solutions for the domain of interest without
the need for the solution on the entire domain. This is a great
advantage in a domain decomposition parallelization strategy.

We used a revised RMCRT equation for incoming intensity I of
element k, similar to Walters and Buckius �1�

Ii,k =�
0

lk

Ib,cv�T�l�����l��exp�−�
l�

lk

��l��dl��dl�

+ Io,sur�Tw�exp�−�
lw

lk

��l��dl�	 �1�

The divergence of heat flux and surface heat fluxes are then
readily obtained from

� · qk,cv = 4���k,cvIo,k −
�k,cv

N 

n=1

N

Ii,k,n	 �2�

qk,sur = ��Io,k −
�k,sur

N 

n=1

N

Ii,k,n	 �3�

3 FSK Method
The FSK has been developed and constantly improved by Mod-

est and co-workers �8–10� in recent years. Full-Spectrum
Correlated-k method �FSCK� and FSSK have been developed by
Modest co-workers �6,8–10�.

For FSCK, the governing RTE equation �6� is

dIg

ds
= k�T0,�,g0��a�T,T0,g0�Ib�T� − Ig�

− �s�Ig −
1

4�
�

4�

Ig�ŝ����ŝ, ŝ��d��	 �4�

with the boundary conditions

Ig = Iwg = �wa�Tw,T0,g0�Ibw + �1 − �w� 1

�
�

n̂·ŝ	0

Ig�n̂ · ŝ�d� �5�

Here

Ig =
Ik

f�T0,�0,k�
=

�0

I���k − ����,�0��d�

f�T0,�0,k�
�6�

g0�T0,�0,k� =�
0

k

f�T0,�0,k�dk �7�

a�T,T0,g0� =
f�T,�0,k�
f�T0,�0,k�

=
dg�T,�0,k�

dg0�T0,�0,k�
�8�

In k�T0 ,� ,g0�, T0 is the temperature at which the Planck function
Ib��T0� is evaluated and � is the mixture state at which the ab-
sorption coefficient �� is evaluated.

For FSSK, the governing RTE equation �6� is
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dIg

ds
= k�T,�,g��a�T,T0,g0�Ib�T� − Ig�

− �s�Ig −
1

4�
�

4�

Ig�ŝ����ŝ, ŝ��d��	 �9�

where

k�T,�,g� = k�T,�0,g�u��,�0� = k�T0,�,g0� = k�T0,�0,g0�u��,�0�
�10�

In k�T ,� ,g�, T is the temperature at which the Planck function
Ib��T� is evaluated, � is the mixture state at which the absorption
coefficient �� is evaluated, and u is the scaling function.

Modest and Zhang �9� suggested the implicit relation for scal-
ing functions in FSSK.

�
0




Ib��T0�exp�− ����,��Lm�d� =�
0




Ib��T0�exp�

− ����,�0�u��,�0�Lm�d�

�11�
i.e., forcing correct evaluation of radiation leaving from a homo-
geneous slab equal in width to the mean beam length Lm.

For both FSSK and FSCK to be coupled with RMCRT, Ib in Eq.
�1� is simply replaced by aIb for both media and boundaries and �
in Eq. �1� is replaced by �u for FSSK.

Finally, the total intensity is integrated over g space from 0 to 1

I =�
0




I�d� =�
0

1

Igdg0 �12�

4 Parameter Case Study
The simulation error from RMCRT-FSK comes from many

sources: the mesh resolution of the spatial domain, the number of
rays, the ray’s stopping criteria, the random number generator,
resolution of the g-space spectral domain, the integration quadra-
ture �because k is an exponentially monotonically increasing func-
tion of g and larger k plays an important role in the final intensity,
we tend to concentrate more g in the 0.9	g	1 region�, the da-
tabase for generating k-distribution �HITEMP �11�, HITRAN �12�,
or CDSD-1000 �13��, the reference state �temperature and compo-
sition� in FSSK and FSCK.

4.1 Problem Statement. This nonhomogeneous case is de-
scribed by Solovjov and Webb �14�. We study one-dimensional
parallel plates with gray diffuse surfaces at Tw=1000 K and �
=0.8. The plates are separated by L=1 m. The medium between
the plates is a nongray, nonscattering gas mixture. The composi-
tion of this gas mixture is divided into three uniform sections as
follows:

1. Tg=1000 K; YH2O=0.2; YCO2
=0.1; YCO=0.03 if x

� �0,0.35� m
2. Tg=1500 K; YH2O=0.4; YCO2

=0.2; YCO=0.06 if x
� �0.35,0.65� m

3. Tg=1000 K; YH2O=0.2; YCO2
=0.1; YCO=0.03 if x

� �0.65,1� m

This is an extreme scenario with sharp temperature and compo-
sition gradients between different sections.

4.2 Simulation Conditions. To verify this combined method
for three-dimensional problems, this one-dimensional problem is
simulated in a three-dimensional domain with mirror side walls.
Two mesh resolutions are studied: 202060 and 4040
120. Both FSCK and FSSK for nonhomogeneous media are
applied. This case has nonhomogeneity in both temperature and

gas compositions but with constant ratio of gas composition. Four
reference states have been examined following the suggestions by
Modest and co-workers �9,15�

1. �Tref1000cold� Tref=1000 K, YH2O=0.2, YCO2
=0.1, YCO

=0.03
2. �Tref1500hot� Tref=1500 K, YH2O=0.4, YCO2

=0.2, YCO

=0.06
3. �Tref1240cold� Tref=1240 K, YH2O=0.2, YCO2

=0.1, YCO

=0.03
4. �Tref1240hot� Tref=1240 K, YH2O=0.4, YCO2

=0.2, YCO

=0.06

Both 12 and 128 abscissas are used in g space. Because this
problem is symmetric only half of the domain is simulated. For all
these different conditions, 1000 rays emitted from each control
volume, proved to produce adequate convergence.

4.3 Mesh Resolution. The 4040120 mesh resolution
produces the same results as those from a 202060 mesh res-
olution. Thus the 202060 mesh resolution has reached mesh
convergence and is applied to all cases below.

4.4 FSSK and FSCK. FSCK and FSSK are carried out ac-
cording to Eqs. �4� and �9�, respectively, for each reference state.
In the following, ahot and acold indicate the stretching factor a for
the hot middle and cold outer section, respectively; uhot and ucold
indicate the scaling function u for the hot middle and cold outer
section, respectively. The stretching factor a is needed for both
FSCK and FSSK in Eqs. �4� and �9� and is calculated from Eq.
�8�. The scaling function u is only needed for FSSK in Eq. �9�,
and is calculated from Eq. �11� by setting Lm. For this particular
case with 1 m slab gap, the geometric mean beam length Lm can
be approximated to be 1.76 m �16�.

For the reference state designated as Tref1000cold,
k�Tref ,�ref ,g0� and k�T=1500 K ,�ref ,g� are needed for ahot

in FSSK and FSCK, k�Tref ,��1500 K section� ,g0� is needed
in the RTE for all sections and uhot in FSSK, where
k�Tref ,��1500 K section� ,g0� indicates the absorption coefficient
is evaluated at the 1500 K middle section state �both the tempera-
ture and the composition� and with the Planck function evaluated
at the same gas composition but at T=1000 K, acold=1, ahot is
calculated from Eq. �8�, and ucold=1, uhot=4.1686 is calculated
from Eq. �11�.

For the reference state designated as Tref1500hot,
k�Tref ,�ref ,g0� and k�T=1000 K ,�ref ,g� are needed for acold in
FSSK and FSCK, k�Tref ,��1000 K section� ,g0� is needed in the
RTE for all sections and ucold in FSSK, acold is calculated from Eq.
�8�, ahot=1, and ucold=0.3420 is calculated from Eq. �11�, uhot
=1.

For the reference state designated as Tref1240cold and
Tref1240hot, k�Tref ,�ref ,g0�, k�T=1000 K ,�ref ,g�, and k�T
=1500 K ,�ref ,g� are needed for ahot and acold in FSSK
and FSCK, k�Tref ,��1000 K section� ,g0� and k�Tref ,
��1500 K section� ,g0� are needed for the RTE and uhot, ucold in
FSSK, both acold and ahot are calculated from Eq. �8�, and for
Tref1240cold, ucold=0.87367, uhot=3.039176; for Tref1240hot,
ucold=0.388639, uhot=1.33659 is calculated from Eq. �11�.

Figures 1 and 2 showed that the absorption coefficients after
scaling are very close.

For any given reference state, FSCK outperformed FSSK as
shown later in Fig. 3. This may due to the absorption coefficient
of this gas mixture at these reference states are more correlated
than scaled.

4.5 Reference State. To test the impact of the reference
states, FSSK and FSCK calculations are carried out at the four
reference states mentioned above. Mazumder and Modest �15�
demonstrated that for a gas mixture that is nonhomogeneous in
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both temperature and composition, if the ratio of components of
the gas mixtures is constant, the resulting k-distributions with the
same reference temperature have identical profiles. Thus, identical
results from respective FSSK and FSCK computations are ex-
pected at Tref1240hot and Tref1240cold reference states.

Results are shown in Fig. 3 from the FSSK and FSCK simula-
tions at all four reference states with 12 g-abscissas using
GAUCHEB quadrature scheme. Both FSSK-Tref1240cold and
FSSK-Tref1240hot outperformed FSSK-Tref1000cold and FSSK-
Tref1500hot at the peaks and both returned identical results as
expected. Figure 3 shows that FSSK-Tref1500hot outperformed
FSSK-Tref1000cold at the lower peak in divergence of heat flux
while FSSK-Tref1000cold outperformed FSSK-Tref1500hot at
the higher peak. Two potential reasons for this are �1� the refer-
ence states. FSSK-Tref1500hot did better in the middle hot region
where the property state is the same as the reference state; due to
the same reason, FSSK-Tref1000cold did better in the outer cold
region and �2� the scaling function’s quality for different reference
states varies. Figures 1 and 2 show that in 0.9	g	1.0 region, the
scaled k from the reference state Tref1500hot is closer to the origi-
nal k than the k from Tref1000cold.

To test the second hypothesis above, the GAULEG quadrature,
where g is distributed more evenly across 0 to 1, was applied to
FSSK. As shown in Fig. 4, FSSK-Tref1500hot and FSSK-
Tref1000cold obtained results that were independent of quadrature
schemes.

All models produced large discrepancies from the LBL compu-
tation at the middle hot region. FSCK-Tref1000cold performed
slightly better in the middle section than all other reference states.
While in the outer sections, all four reference states with FSCK
obtained virtually identical results. Based on the observation from
Mazumder and Modest �15� and the FSSK results discussed
above, it was expected that FSCK-Tref1500hot would perform
better for the middle section, while FSCK-Tref1000cold would
perform better at the outer section. This might also be explained
by the long distance nature of radiative heat transfer.

Fig. 1 absorption coefficient comparison after scaling for
FSSK-Tref1000cold with u=4.1686

Fig. 2 Absorption coefficient comparison after scaling for
FSSK-Tref1500hot with u=0.3420

Fig. 3 FSSK and FSCK at different reference states with 12 g GAUCHEB „�=2.5… quadrature
in the nonhomogeneous medium case
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4.6 Quadrature Selection. The GAULEG scheme has sym-
metric weights, while GAUCHEB allows a finer resolution in
0.9	g	1.0 region by setting a switching factor �=2.5. This
switching is valuable for optically thin media. Equations �4� and
�9� are applied to solve for Ig at 12 abscissas for the quadrature,
respectively. The total intensity is then integrated from,

I = 

i=1

12

wiIgi
�13�

Because each homogeneous section is small and is an optically
thin medium, the g-abscissas chosen from GAUCHEB was ex-
pected to better represent the spectral domain. GAUCHEB was
applied for all four reference conditions. In order to verify the
explanation of performances of the quadrature selections,
GAUCHEB and GAULEG quadratures are applied to FSSK-
Tref1500hot, FSSK-Tref1000cold with 12 g-abscissas. Figure 4
shows that these two quadratures obtained virtually identical re-
sults when holding other conditions constant.

4.7 Number of g Points. Both 12 and 128 g-abscissas for
FSSK, FSCK at different reference states were applied. The re-
sults obtained from 128 g-abscissas are identical to the results
from 12 g when holding other conditions constant. Thus, for
these cases discretization of the g space into 12 abscissas was
adequate for both quadrature schemes.

5 Conclusions
A combined Method RMCRT-FSK is applied to an extreme

nongray, nonhomogeneous case. Parameter studies of the reso-
lution of g space, mesh resolution, reference states and integration
quadratures are carried out. The study showed that FSSK and
FSCK are only slightly affected by the chosen reference state and
are not sensitive to other parameters. The results from FSSK and
FSCK computations produced sever errors as large as 35%. These
errors are due to two reasons:

1. The sharp gradients in both compositions and temperatures
between the layers;

2. The assumptions in FSSK and FSCK that the absorption
coefficients are scaled or correlated.
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Nomenclature

Symbols
a � stretching factor for FSCK and FSSK
f � k-distribution
g � the quadrature points in FSK
I � radiative intensity
L � gap distance, �m�
l � distance of a ray it travels

N � number of rays
n � iteration number
q � radiative heat flux, �W /m2�
s � geometric path length
ŝ � unit vector into a given direction
T � temperature, �K�
u � scaling function for FSSK

x ,y ,z � cartesian coordinates

Greek Symbols
� � the surface absorption coefficient, or the

switching factor in GAUCHEB quadrature
� � emittance or emissivity
� � wave number
� � absorption coefficient, �m−1�
� � scattering phase function
� � the gas mixture state
�s � scattering coefficient, �m−1�

Fig. 4 FSSK with different quadrature schemes in the nonhomogeneous medium case with
12 g points
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Subscripts
b � blackbody property

cv � control volume
� � wave number
i � incoming
k � index of a calculation element
n � iteration number, or integral order
o � outgoing
P � Planck-mean property

ref � reference state property
� � Stefan–Boltzmann constant is

5.67010−8 �W /m2 K4�
sur � surface element
w � wall, boundary property
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An exact approach for solving both transient and steady state
conduction and surface radiation problems is presented. The
method is based on the use of Green’s function, and the tempera-
ture field is obtained by solving an integral equation. This is in
contrast to the approach presented in radiative heat transfer texts
in which temperature profiles are obtained from the simultaneous
solution of coupled integral and differential equations. The analy-
sis presented in this paper provides insight into the solution of
this important class of problems. The method is illustrated by
solving two representative problems. The first problem considered
is the steady state analysis of a radiating fin. The second pro-
blem considered is the transient analysis of a radiating target,
which is used to determine the temporal response of radiation
thermometers. �DOI: 10.1115/1.4000234�

Keywords: conduction, radiation, Green’s function, radiating fins,
radiation thermometry

1 Introduction
Conduction coupled with surface radiation occurs in a wide

range of applications such as heat transfer in vacuum insulation
systems, radiative heat flux gauges, and thermal management of
spacecraft. Using Green’s functions, an analytical treatment of the
nonlinear problems arising in combined conduction—surface ra-
diation problems is developed. This approach requires the solution
of a single integral equation. Although this solution procedure
requires the use of a numerical quadrature algorithm, the quadra-
ture can, in principle, be performed to any arbitrary degree of
precision. Therefore, the solution is exact.

The Green’s function approach is contrasted with the approach
originally developed by Sparrow et al. �1� and outlined in radia-
tive transfer texts �2–4� in which steady state temperature profiles
are obtained from the simultaneous solution of coupled differen-
tial and integral equations. These texts discuss the steady state
interaction between surface radiation and one-dimensional con-
duction for spectrally varying radiative surface properties and a
wide range of geometries and irradiation conditions. Fewer stud-
ies have considered transient problems. Crosbie and Viskanta �5�
solved for the transient temperature distributions in a plate sub-
jected to combined convection and radiation.

The treatment of both steady and transient problems is consid-
ered through the analysis of two case studies. First, the steady
state analysis of annular radiating fins is considered. In a space-
craft’s thermal control system, heat is collected by a circulating
fluid and transferred via conduction to the fin surface �2,6�. The

size and weight of the radiating surfaces dominate the design of
most thermal control systems �6�, so extensive efforts have been
made to develop tools necessary to design and optimize radiating
fins �7–9�. The second problem considered is the transient analysis
of a radiating target, which is being developed to assess the tem-
poral response of radiation thermometers. Radiation thermometers
can be deployed unobtrusively, and they respond rapidly to fluc-
tuations in the temperature of the target. These features present
opportunities to incorporate radiation thermometers in real time
control systems that improve process productivity and product
quality.

2 Case Study 1—A Radiating Fin
An extension of the annular fin problem posed by Chambers et

al. �8� and illustrated in Fig. 1 is the basis for the first case study.
Heat from the spacecraft’s coolant system is conducted via a high
conductivity rod to the fin where it diffuses radially outward and
is radiated to space. The base temperature is fixed at Tb, tempera-
ture gradients in the z-direction are neglected and the tip is adia-
batic. It is assumed that the fin is coated with a spectrally selective
surface, and the effect of solar heating is included in the analysis.

With these assumptions, the application of an energy balance to
the fin gives the following model:

1

�

d

d�
��

d�

d�
� = − ��Q − �̃�4�, ��1� = 1, �d�

d�
�

�=�o

= 0 �1�

This model shows that the radial temperature profile depends on
four dimensionless parameters.

�1� The profile number �, which a measure of the importance
of radiation from the fin relative to conduction through the
fin.

�2� The solar heating parameter Q, which is the absorbed solar
flux normalized by the emissive power that would be emit-
ted by the fin if it were isothermal at the base temperature.

�3� The normalized total emittance �̃���, which is the ratio of
the temperature dependent total emittance at � normalized
by the emittance at the base temperature.

�4� An aspect ratio, which characterizes the geometry of the
fin. The aspect ratio is equal to the dimensionless outer
radius of the fin �o.

2.1 Solution Based on a Green’s Function Method. While
Green’s functions have been used extensively to solve problems
involving heat conduction �10�, their use in problems involving
radiation has been limited �11�. Following the solution procedure
outlined in Ref. �10�, the temperature profile in the fin is given by

���� = 1 +
�Q

2
��o

2 ln � −
�2 − 1

2
	 − ��


1

�

�� ln ���̃�����4����d��

+ ln �

�

�o

���̃�����4����d��	 �2�

Equation �2� is solved using the method of successive approxima-
tions �2�. An initial estimate for the temperature profile is substi-
tuted into the right hand side of Eq. �2�, and the integrals are
evaluated. The numerical integration was performed using the
right end point rule with 200 equal increments in �. A grid refine-
ment study indicated these results to be exact to four significant
figures, and the final solution is insensitive to the initial estimate.

The use of an under-relaxation technique was required for the
iterative solution process to remain stable, so subsequent esti-
mates of the dimensionless temperature profile were obtained
from a weighted sum of the previous estimate and the right hand
side of Eq. �2�
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Typically, the relaxation factor � was between 0.01 and 0.5.
The solution process was executed for a typical case based on

the design parameters listed in Table 1, and the dimensionless
radial temperature profiles obtained in the first three iterations are
plotted in Fig. 2. Note the large discrepancy between the nonlinear
and the linearized solutions. These results confirm the observation
that calculations based on linearized solutions will contain signifi-
cant errors �8�.

2.2 Fin Performance Parameters. Fin efficiency is defined
as the ratio of the heat rate from the base to the heat rate dissi-
pated by the fin if it is isothermal at the base temperature

� f =

− 2�riwkTb�d�

d�
�

�=1

�b�Tb
4��ro

2 − ri
2�

=
21

�o���̃�4d��

�o
2 − 1

− Q �4�

Note that the fin efficiency is equal to the normalized, average
emissive power minus the solar heating parameter.

Fin effectiveness is defined as the ratio of the heat rate leaving
the base and the fin to the heat rate that would leave the base if the
fin was not present. Clearly, the extra weight and complexity as-
sociated with a fin is only justified when the effectiveness is large.
If the radiative properties of the base are equal to those of the fin,
the effectiveness is

� f =

�b�Tb
4�ri

2 − 2�riwkTb�d�

d�
�

�=1

�b�Tb
4�ri

2 = 1 + � f��o
2 − 1� �5�

The performance parameters were calculated as functions of three
of the governing parameters. Since �̃��� does not vary signifi-
cantly from 1, variations in this parameter were not considered.
The ranges for the parametric study are listed in Table 1. The
maximum value of the solar heating parameter occurs when the
fin is oriented normal to the sun’s rays and the solar absorptance is
equal to the base emittance Qmax=Ts

4Rs
2 /Tb

4S2=0.95.
Figure 3�a� shows that the fin performance parameters decrease

rapidly as � increases. These results highlight the importance of
designing an efficient path for heat conduction into the fin and
show that contact resistance between the base and the fin will
severely degrade performance. Figure 3�b� shows that if Q is
large, the fin merely reradiates the absorbed radiation, and both
the efficiency and effectiveness approach zero. Figure 3�c� show
that the efficiency decreases and the effectiveness increases as the
aspect ratio is increased. These results highlight the competing
effects occurring as the surface area increases: More heat is dis-
sipated from a larger surface, but the average emissive power
decreases as the surface area increases. Since the weight of the fin
increases as �o

2, the incremental increases in the effectiveness do
not justify increasing �o beyond �20.

3 Case Study 2—A Target for Measuring the Response
Time of a Radiation Thermometer

3.1 Problem Formulation. A radiation thermometer senses
the radiation emitted by a point on the target at one or more
wavelengths and infers the temperature from these measurements
based on Planck’s law. In addition to the unobtrusiveness and

Fig. 1 Illustration of the radiating fin problem

Table 1 Dimensionless parameters for the parametric study

� Q �	

Base case 4.82
10−3 0.181 20
Range 10−4–10−2 0–0.95 5–30

Fig. 2 Nondimensional radial temperature profile for the base
case
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rapid response of radiation thermometers, modern devices are
highly sensitive, stable, and rugged. They generally do not require
maintenance, so the long term cost of radiation thermometers
compares favorably with conventional sensors. The use of radia-
tion thermometers for process control is becoming increasingly
common, and determining its response time is critical in the de-
velopment of a radiation thermometer.

A proposed system for characterizing the response time of a
radiation thermometer is illustrated in Fig. 4. The circular target is
initially well insulated, and a heating element located on the cir-
cumference of the target brings the target to a uniform temperature
Tb. Insulation covering the face of the target is removed, and the
ability of the radiation thermometer to track temperature at the
center of the target is assessed. Clearly, the usefulness of this
system hinges on the accuracy of the model used to predict the

time-dependent temperature profile at the center of the target. The
target is constructed from a thin, highly conductive sheet, so tem-
perature gradients are only significant in the radial direction. The
surface is assumed to be diffuse and gray. Heat loss from the back
of the target is neglected, and both convective and radiative ex-
changes occur on the face of the target. It is assumed that the
convection coefficient is uniform over the face of the target, and
the radiative exchange occurs between the face and large isother-
mal surroundings. A Green’s function method is used to obtain an
exact solution for the time-dependent temperature profile at the
center of the target, and the solution is compared with the solution
of a linearized problem.

With these approximations, the application of an energy bal-
ance to the target gives the following model for its time-dependent
radial temperature profile

1

�

�

��
��

��

��
� + � =

��

��
, � ��

��
�

r=0

= 0, ��1,�� = 0, ���,0� = 0

�6�

where the nonlinear source function is

� =
4D2

kw�Tb − T�
����T4�r,t� − T

4 � + h�T�r,t� − T�� �7�

3.2 Solution Based on a Green’s Function Method. Again,
following the procedure outlined in Ref. �10�, the time-dependent
temperature profile in the target is given by

Fig. 3 Fin performance parameters as a function of „a… the profile number,
„b… the solar heating parameter, and „c… the aspect ratio

Fig. 4 Target used to assess the temporal response of a radia-
tion thermometer
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�nJ0��n���J0��n��

J1
2��n�

exp�− �n
2��

− ��������,���d��d�� �8�

where the eigenvalues are the roots of J0��n�=0. Eq. �8� is solved
using the method of successive approximations with under-
relaxation as described previously.

For comparison, it was assumed that ���T4�r , t�−T
4 �

+h�T�r , t�−T��hL�T�r , t�−T�, and the following linearized so-
lution was obtained

�L��,�� = 2Bi�
n=1


J0��n��

�n��n
2 + Bi�J1��n�

�1 − e−��n
2+Bi��� �9�

3.3 Temperature Profiles in the Target. The time-dependent
temperature profile of the center of the target is of particular in-
terest, so the dimensionless temperature profiles obtained using
the exact solution and the linearized solution are plotted in Fig.
5�a�. The large discrepancy between the exact and the linearized
solutions clearly show that a rigorous, nonlinear model is required
to accurately predict the time-dependent temperature at the center
of the target.

The steady state, radial temperature profiles are shown in Fig.
5�b�. The discrepancy between the exact and linearized solutions
is greatest at the center of the target. Again, these results show that
the accurate prediction of the temperature field requires rigorous
nonlinear modeling.

4 Summary
This paper presents an exact approach for solving the nonlinear

diffusion problems, which result from the analysis systems involv-
ing coupled conduction and surface radiation. The Green’s func-
tion solution method results in a single integral equation, whereas
solution procedures described in radiative heat transfer literature
require the numerical solution of coupled differential and integral
equations. The case studies illustrate a process for obtaining exact
solutions to this important class of problems.

Nomenclature
Bi � Biot number, Bi=hLD2 /4kw
G � Green’s function
H � heaviside step function
J � Bessel function

Q � solar heating parameter,
Q=�sTs

4Rs
2 cos � /�bTb

4S2

Rs � radius of the sun
S � distance from the sun to the spacecraft
w � thickness of the fin or of the target

Greek Symbols
� � angle between the axis of the fin and the suns

rays
�̃ � normalized total emittance, �̃=��r� /�b

� f � fin effectiveness
� � dimensionless source function
� � profile number, �=�b�Tb

3ri
2 /kw

� f � fin efficiency
�c � critical wavelength
�n � eigenvalues
� � dimensionless temperature, �=T /Tb for the fin

or �= �Tb−T� / �Tb−T� for the target
� � dimensionless radial coordinate, �=r /ri for the

fin or �=2r /D for the target
� � dimensionless time, �=4� /D2

� � relaxation factor

Subscripts
b � base
o � outer
i � inner
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